EXPERT INSIGHT

Rachel Batish

Voicebot
and

Chatbot
Design

Flexible conversational interfaces with
Amazon Alexa, Google Home, and Facebook Messenger

Pack®




Voicebot and Chatbot Design

Flexible conversational interfaces with Amazon
Alexa, Google Home, and Facebook Messenger

Rachel Batish

BIRMINGHAM - MUMBAI



Voicebot and Chatbot Design
Copyright © 2018 Packt Publishing

All rights reserved. No part of this book may be reproduced, stored in
a retrieval system, or transmitted in any form or by any means, without
the prior written permission of the publisher, except in the case of brief
quotations embedded in critical articles or reviews.

Every effort has been made in the preparation of this book to ensure the
accuracy of the information presented. However, the information contained
in this book is sold without warranty, either express or implied. Neither the
author, nor Packt Publishing or its dealers and distributors, will be held liable
for any damages caused or alleged to have been caused directly or indirectly

by this book.

Packt Publishing has endeavored to provide trademark information about
all of the companies and products mentioned in this book by the appropriate
use of capitals. However, Packt Publishing cannot guarantee the accuracy of
this information.

Acquisition Editors: Frank Pohlmann, Suresh Jain
Project Editor: Kishor Rit

Technical Editor: Saby D'silva

Proofreader: Safis Editing

Indexer: Mariammal Chettiyar

Graphics: Tom Scaria, Sandip Tadge

Production Coordinator: Sandip Tadge

First published: September 2018
Production reference: 1280918
Published by Packt Publishing Ltd.
Livery Place

35 Livery Street

Birmingham B3 2PB, UK.

ISBN 978-1-78913-962-4

www . packtpub.com


http://www.packtpub.com

Mapt

Mapt is an online digital library that gives you full access to over
5,000 books and videos, as well as industry leading tools to help you
plan your personal development and advance your career. For more

mapt.io

information, please visit our website.

Why subscribe?

¢ Spend less time learning and more time coding with practical
eBooks and Videos from over 4,000 industry professionals

Learn better with Skill Plans built especially for you
Get a free eBook or video every month

Mapt is fully searchable

* & o o

Copy and paste, print, and bookmark content

Packt.com

Did you know that Packt offers eBook versions of every book published,
with PDF and ePub files available? You can upgrade to the eBook version
at www.Packt.com and as a print book customer, you are entitled to
a discount on the eBook copy. Get in touch with us at customercaree@
packtpub.com for more details.

At www . Packt . com, you can also read a collection of free technical
articles, sign up for a range of free newsletters, and receive exclusive
discounts and offers on Packt books and eBooks.


http://mapt.io 

Contributors

About the author

Rachel Batish is the co-founder and CRO of Conversation.one, the
build-once-deploy-everywhere platform for conversational apps, which
leverages machine learning to maximize the interaction between people
and devices. Rachel is responsible for the company's sales and marketing
strategies, and is actively involved in the product's roadmap and in the
growing voice community.

Prior to founding Conversation.one, Rachel founded Zuznow,
an Al platform for building mobile apps, and led the company from
$0 to $1 M in revenue.

Rachel has a BA in political science and an MA in international relations.

I would like to thank, first and foremost, my colleague
and partner, Chen Levkovich, for walking with me
through this fascinating journey of conversational design
and for constantly challenging me to strive for more.

I would also like to dedicate this book to my beloved
mother, Judith, whose voice I miss the most.




About the reviewers

Jana Bergant is a developer with 19 years, experience in full-stack web
development. She has a track record of delivering web solutions. Over the
last two years, her focus has shifted to online teaching and consulting, Her
Udemy account alone has over 12,000 students.

Some recommendations from her students include:

"The conrse takes you immediately into building a chatbot using Dialogflow's
functionalities. Then goes more in depth by integrating everything with a Node.js backend,
which is what's really needed in real-case professional scenarios. Jana is knowledgeable
but also fun and with a great energy, so following the course is easy and never boring.
Strongly suggested if you want to start learning chatbot creation.”

- AS

"I've learned more in a half a day than 1 did in a week reading through Google's
documentation. Well worth the money."

— Jonnie

"Thank you for this great course. I now have my own portfolio ready in less than
a week. The instructor is amazging. Looking forward to more courses from Jana."

- S5T

She offers teaching and consulting to local companies and start-ups on
every stage of chatbot development. Her chatbot course and Google
Assistant actions development course have 12,000 students. Her plan
is to publish more courses in the same field and to support her students
in every aspect of chatbot development.



Sachin Bhatnagar began dabbling in computer programming and
graphics at the age of 14 on a Sinclair Spectrum home computer using
the BASIC language. During the early 2000s, Sachin was instrumental
in crafting CRM solutions for a prominent internet service provider in
India, as well as designing web-based solutions for corporations.

In 2001, Sachin ventured into computer graphics and visual effects
training and production. In 2014, Sachin went back to his first love —
coding, and launched a series of online training programs on the subject,
and still continues to do so. His online course on chatbots is highly rated
and he also consults professionally on the subject, as well as on cloud
computing solutions.

From developing world class curriculum to imparting training to
over five thousand students in the classroom and over twelve thousand
online, Sachin has been instrumental in fueling innovation, creating brand
identities, and crafting world class technology solutions for companies
and individuals alike.

Packt is Searching for Authors Like You

If you're interested in becoming an author for Packt, please visit authors.
packtpub.com and apply today. We have worked with thousands
of developers and tech professionals, just like you, to help them share
their insight with the global tech community. You can make a general
application, apply for a specific hot topic that we are recruiting an author
for, or submit your own idea.


http://authors.packtpub.com
http://authors.packtpub.com

TABLE OF CONTENTS

Preface . . . . . . . . . o o o e \4
Chapter 1: Conversational Ul is our Future. . . . . . . . ... .. 1
What is conversational UI? . . . . ... ... ... ............. 2
The evolution of conversational UI. . . . . .. ... ............ 4
The stack of conversational UL . . . . . .. ... .............. 1
Challenges and gaps in conversational UI . . . . . .. ... ... ..... 21
Summary . . . . Lo e e e e e e e e e e e e e e 29
References . . . . . . . . . . . . i e e 31
Chapter 2: How Not to Build Your Next Chat and Voicebots . . 33
Why are we building a conversational UI? . . . . . ... ... ... .... 34
What your bot shouldn'tbe . . . . . . ... .. ... ... 0. 36
Define your use cases — not too little and nottoomuch . . . . . .. .. .. 37
Don'tjustbuild and forget. . . . . . . ... ... .. o 0oL, 43
Summary . . . ..o e e e e e e e e e e e e e 44
References . . . . . . . . . . . . i e e e 45
Chapter 3: Building a Killer Conversational App. . . . . . . .. 47
Find the direct path to initial success. . . . . . . . .. ... .. ... ... 47
Think like a search engine, not a commandline. . . . . .. ... ... .. 52
Give your bot a "personality," but don't pretend it's a human. . . . . . . . 58
Build an omni-channel solution —findyourtool . . . . . .. .. ... ... 62
Stay up-to-date withthetrends . . . . . . ... ... ... ......... 64
Summary . . . ..o e e e e e e e e e e e e e 65

References and additionalreading . . . . . ... ... ........... 66



Table of Contents

Chapter 4: Designing for Amazon Alexa and Google Home . . 67

Amazon Echo? Alexa? Google Home? Actions?

What doesitallmean?! . . ... ... ... ... .............. 68
Google Home. . . . . . . .. . ... . . i e e 72
Just a few words on Apple's HomePod . . . . . ... ... ......... 75
Developing skillsand actions . . . . . . .. ... ... ........... 76
Developing skills on Amazon Alexa. . . . . . ... ... .......... 80
Developing actions for Google Home. . . . . . . ... .. ... ...... 929
Summary . . . ..o e e e e e e e 116
References . . . . . . . . .. .. .. e e 117
Chapter 5: Designing a Facebook Messenger Chatbot . . . . . 119
The FB Messengerstack . . . . . .. ... .0 v vt v i, 120
Challenges and consequences of the FB Messengerbot . . . . ... .. 132
Other tools to develop FB Messengerbots . . . . . . ... ... ..... 134
Summary . . . ..o e e e e e e e e e e 134
References . . . . . . . . . . ... e e 135

Chapter 6: Contextual Design — Can We Make a Bot Feel

Mote Human? . . . . . . . ... ... v 137
Contextual conversations or contextual design? . . . . . ... ... ... 137
Building contextual conversations: humans versus bots. . . . . . . . .. 139
The bot as an intelligent assistant. . . . . . ... ... .......... 154
The case of robo-advisors and how they impact the bot industry. . . . . 155
Textandtoning. . . . . . . . . .. . i e e e e 156
Emotional intelligence versus Al-based emotional intelligence. . . . . . 157
Summary . . . ... e e e e e e e e e e e e 163
References: . . . . . . . . . . .. . e e 165

Page ii



Table of Contents

Chapter 7: Building Personalities — Your Bot Can

BeaBetter Human . .. .....................167
Personification of computers . . . . . . .. ... ... 00000167
Buildingpersonas . . . . ... ... ... .. ... . 0000169
Building your bot's personality . . . .. ... ... ............173
Building multiple personas . . . . ... ... ...............182
Summary . . . ... e e e e e e e e e e e e e 187

References . . . v v v v v i i e e e e e e e e e e e e e e e e e e e e e e 188

Chapter 8: A View into Vertical-Specific Bots — Financial

Institutions. . . . . . ... ... ... ... 189
Can a banking bot become a travelbot? . . . . . ... ... ....... 190
Financial institutions — use cases, implementation, and examples . . . . 192
Summary . . . ..o e e e e e e e e e e e e 210

References . . . v v v v v i i i e e e e e e e e e e e e e e e e e e e e e e 211

Chapter 9: Travel and E-Commerce Bots — Use Cases
and Implementation. . . . . .. ... ..............213

Travel and E-Commerce challenges. . . . . . ... ... ......... 214
Use cases and recommendations . . . . . . . . ... ... ..., 221
Summary . . . . Lo e e e e e e e e e e e e e 235
References . . . . . . . i i i i i i i e e e e e e e e e e e e e e e e 237

Chapter 10: Conversational Design Project — A Step-By-Step
Guide. . . . . . . .. . . o a0 239

Defining the stakeholders . . . . . .. ... ... .............240
Definingthegoals . . . . . ... ... ... ... ... .. .....242
Who does ourbotaddress? . . . .. ... ... ... .. 00 0L, 244

Where and how — choosing devices . . . . ... ... ... ........ 245

Page iii



Table of Contents

Our conversational application'spersona. . . . . . . ... ... ... .. 247
Functionalityandusecases . . . . . . . ... . it i e 248
Developmentand testing . . . . . . . . ..o v it i e e 252
Deployment, maintenance, and analytics. . . . . . . ... ... .. ... 254
Summary . . . . . L e e e e e e e e e e e 256
Chapter 11: Summary . . . . . ... ... 0o o 259
Conversational intetfaces — how did it all start and where do we
standtoday? . . . . ... L L e e e e e e 260
Why do we even need conversational solutions? What do they bring
tothetable?. . . . . . . . . . L e e e 263
How to build great conversational applications . . . . .. .. ... ... 264
Development: technical and non-technical expertise . . . . . ... ... 265
Vertical-specificoramegabot? . . . . .. ... .. ... ... ... .. 267
Summary . . . ... e e e e e e e e e e e 268
Other Book You May Enjoy. . . . . ... ... ... ...... 269
Leave a review - let other readers know whatyou think . . . . ... ... 271
Index . . . . . . . i e 273

Page iv



Preface

The world of conversational design opened up to me over two years
ago, when my company shifted from Mobile to Voice. We were fortunate
to be one of the first companies to recognize that voice is going to take
over our interaction mediums, and that businesses will have to react fast
to the conversational revolution that has just emerged.

And indeed, today, we can say that conversational interactions, whether
through chat or voice, are changing the way we live and do business,
offering an efficient, focused, and cost-effective solution that suits our
needs.

However, conversational design didn't just "appear” into our lives.
It is the evolution of a long human-machine communication history,
in which with every step we take, we get closer and closer to naturally
humanized interaction with computers.

In this book, I will highlight some of the main components of
conversational design, while distinguishing between chat and voice
interfaces. Although I do refer to the technicalities behind building
conversational solutions, I chose to focus on the challenge of designing
a successful conversational interaction that will be natural, comprehensive,
and supportive of users' needs.



Preface

The wotld of conversational design is very dynamic and it evolves
constantly. In fact, as I was writing this book, I needed to go back and
update some of the chapters to keep the information up to date.

However, this is also what makes this technology so interesting and
unique. We are in the midst of a revolution, and we are a main part of it,
Conversational designers, developers, device-builders, and vendors are all
shaping the way conversational design will be in the next decade. There
is a lot to innovate, to accomplish and achieve, and as pioneers in this
market, we can all make a difference and leave a mark.

Writing this book, I wanted to provide you, the readers, with an easy-
to-use guide to build your first conversational applications. I've included
some historical background, provided best practices on what to do and
what not to do when building a chat or a voicebot, and incorporated
concrete examples designed by some of the leading brands world wide.

I hope you will find this book a useful introduction to the world
of conversational design and that it will inspire you to build and create
new and improved experiences of human-machine interaction.

Who this book is for

This book requires a general understanding of Ul building, but the
coding level is kept fairly simple: a basic grasp of markup languages and
JavaScript will suffice. No in-depth knowledge of Artificial Intelligence
is required, except for basic concepts. Knowledge of Natural Language
Processing will be helpful, but is not mandatory. Developers and product
managers, and even C-level executives, will profit from this book, since
it shows them the interactive, expressive side of conversational Al
It is impossible to understand modern NLP and Al products without this.
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What this book covers

Chapter 1, Conversational UI is our Future, addresses the concept
of conversational Uls by exploring what they are, how they evolved, their
challenges, and how they will develop in the future. The chapter gives
a timeline of how UI has developed over the years and the difference
between voice control, chatbots, virtual assistants, and conversational
solutions.

Chapter 2, How Not to Build Your Next Chat and 1V oicebots, discusses and
analyzes the requirements for building a conversational application, by
looking into bad examples and use cases. Sometimes, knowing what 7of to
do, is more worthy than knowing what you should do.

Chapter 3, Building a Killer Conversational App, provides five tips for
making a conversational application successful. Those tips are backed up
by some chat and voice examples.

Chapter 4, Designing for Amazon Alexa and Google Homre, takes a deep
dive into the design of conversational solutions by looking at the two
leading voice-enabled solutions, Amazon Alexa and Google Home. This
chapter reviews both technical and voice UX recommendations and offers
examples.

Chapter 5, Designing a Facebook Messenger Chatbot, discusses the structure
of the Facebook Messenger platform, its advantages, and disadvantages.
This chapter includes a tutorial on how to build a FB Messenger bot using
its internal tools and discusses other tools that are commonly used by
developers in the market.

Chapter 6, Contextual Design — Can We Make a Bot Feel More Human?,
tackles the challenge of creating and building contextual conversation —
one of the greatest obstacles that businesses and developers face today.
In this chapter, we will learn about contextual design and provide a few
recommendations on how to achieve it.
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Chapter 7, Building Personalities — Your Bot Can Be a Better Human, touches
on the importance of the personality of your bot, and gives guidance on
how to choose it and what it should reflect when it's interacting with your
clients.

Chapter 8, A View into Vertical-Specific Bots — Financial Institutions,looks at
bots in the financial sector and their unique components.

Chapter 9, Travel and E-Commerce Bot — Use cases and Implementation,
addresses the challenges of travel and e-commerce bots, and learning
trom real use cases and implementations by some leading industry players.

Chapter 10, Conversational Design Project — A Step-By-Step Guide, guides
the reader through using all the concepts discussed in the book and
implementing them in their first conversational application.

Chapter 11, Summary, recaps what has been discussed throughout this
book and provides insights into the future of conversational design.

To get the most out of this book

To get the most out of this book, I suggest trying to gain experience
with as many conversational applications as you can. Try and experiment
with chatbots on various websites and on Facebook Messenger. If you
have access to an Alexa device or Google Home, try to use some of
the trending skills and analyze their shortfalls and successes. If you don't
have either of those devices, use the Google Assistant on your mobile
phone (you can download it on iPhone as well).

Download the color images

We also provide a PDF file that has color images of the screenshots/

diagrams used in this book. You can download it here: https://www.
packtpub.com/sites/default/files/downloads/9781789139624

ColorImages.pdf.
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Conventions used

There are a number of text conventions used throughout this book.

Bold: Indicates a new term, an important word, or words that you
see on the screen, for example, in menus or dialog boxes, also appear
in the text like this. For example: "Select System info from the
Administration panel."

[ Warnings or important notes appear like this. ]

[ Q Tips and tricks appear like this. ]

Get in touch

Feedback from our readers is always welcome.

General feedback: If you have questions about any aspect of this
book, mention the book title in the subject of your message and email us

at customercare@packtpub. com.

Errata: Although we have taken every care to ensure the accuracy of
our content, mistakes do happen. If you have found a mistake in this book
we would be grateful if you would report this to us. Please visit, http://
www . packt.com/submit-errata, selecting your bOOk, Clicking on the
Errata Submission Form link, and entering the details.
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Piracy: If you come across any illegal copies of our works in any form
on the Internet, we would be grateful if you would provide us with the
location address or website name. Please contact us at copyright@packt.
com with a link to the material.

If you are interested in becoming an author: If there is a topic that
you have expertise in and you are interested in either writing or contributing
to a book, please visit http://authors.packtpub.com.

Reviews

Please leave a review. Once you have read and used this book, why not
leave a review on the site that you purchased it from? Potential readers can
then see and use your unbiased opinion to make purchase decisions, we at
Packt can understand what you think about our products, and our authors
can see your feedback on their book. Thank youl!

For more information about Packt, please visit packt . com.
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CONVERSATIONAL
Ul IS OUR FUTURE

Conversational user interface (UI) is changing the way that
we interact. Intelligent assistants, chatbots, and voice-enabled
devices, such as Amazon Alexa and Google Home, offer
a new, natural, and intuitive human-machine interaction and
open up a whole new world for us as humans. Chatbots and
voicebots case, speed up, and improve daily tasks. They increase
our efficiency and, compared to humans, they are also very
cost-effective for the businesses employing them.

This chapter will address the concept of conversational
Uls by initially exploring what they are, how they evolved, what
they offer, their challenges, and how they will develop in the
tuture. The chapter provides an introduction to the conversational
world. We will take a look at how UI has developed over the
years and the difference between voice control, chatbots, virtual
assistants and conversational solutions.
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What is conversational UI?

A

Broadly speaking, conversational Ul is a new form of interaction
with computers that tries to mimic a "natural human conversation."
To understand what this means, we can turn to the good old
Oxford Dictionary and search for the definition of a conversation:

con wver 'sa ‘tion
/ kinvar'saSH(8)n/ noun

A talk, especially an informal one, between two or more people,
in which news and ideas are exchanged.

On Wikipedia (https://en.wikipedia.org/wiki/
Conversation), I found some interesting additions. There,
conversation is defined a little more broadly: "An interactive
communication between two or more people... the development

of conversational skills and etiquette is an important part
of socialization."

The development of conversational skills in a new language
is a frequent focus of language teaching and learning. If we sum
up the two definitions, we can agree that a conversation must be:

Some type of communication (a talk)

Between more than two people

Interactive: ideas and thoughts must be exchanged
Part of a socialization process

Focused on learning and teaching

Now if we go back to our definition of conversational
UI, we can easily identify the gaps between the classic definition
of a conversation and what we define today as conversational UL

[2]
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Conversational Ul, as opposed to the preceding definition:

Doesn't have to be oral: it could be in writing (for example,
chatbots).

Is not just between people and is limited to two sides: in
conversational Ul, we have at least one form of a computer
involved, and the conversation is limited to only two
participants. Rarely does conversational Ul involve more
than two participants.

Is less interactive and it's hard to say whether ideas are
exchanged between the two participants.

Is thought of as unsocialized, since we are dealing with
computers and not people. However, the two main
components are already there.

Is 2 medium of communication that enables natural
conversation between two entities.

Is about learning and teaching by leveraging Natural
Language Understanding (NLU), Artificial Intelligence
(AI), Machine Learning (ML), and Deep Learning
(DL), as computers continue to learn and develop their
understanding capabilities.

The gaps that we identified above represent the future
evolution of conversational UI. While it seems like there is a long
way to go for us to actually be able to truly replace human-to-
human interaction, with today's and future technologies, those
gaps will close sooner than we think. However, let's start by
taking a look at how human-computer interaction evolved over
the last 50 years, before we try to predict the future.

[31]
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The evolution of conversational Ul

Conversational Ul is part of a long evolution of human-machine
interaction. The interface of this communication has evolved
tremendously over the years, mostly thanks to technology
improvements, but also through the imagination and vision of
humans.

Science fiction books and movies predicted different forms
of humanized interaction with machines for decades (some of
the best-known examples are Star Wars, 2001: A Space Odyssey,
and Szar Trek), however, computing power was extremely scarce
and expensive, so investing in this resource on Uls wasn't a
high priority. Today, when our smartphones use more computing
power than a supercomputer did in the past, the development of
human-machine interaction is much more natural and intuitive.
In this chapter, we will review the evolution of computer UI,
from the textual through to the graphical and all the way to the
conversational Ul

Textual interface

For many years, a textual interface was the only way to interact
with computers. The textual interface used commands with
a strict format and evolved into free natural language text.

[4]
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B Select Command Prompt

File Not Found

»cd Documents

lume in
Volume S

n\Documents

Figure 1: A simple textual interaction based on commands

A good example of a common use of textual interaction
is search engines. Today, if I type a sentence such as search
for a hotel in NYC on Google or Bing (or any other search
engine for that matter), the search engine will provide me with
a list of relevant hotels in NYC.

- C 8 Seaure | hitps/www.google.com/searchisource =hpBiei =Wkt Wat BIFEwOIgVBACARg=search s for +a # hotel+mn s NYCEog =search + for +|

saarch for a hotel in NYC

Yo gited

The Time MNew York

Hotels In NYC |

n NYC | Deals of the Month in NYC

out by Room Key | Track Down a Lower Hotel Rate | roomkey.com

Figure 2: Modern textual Ul: Google's search engine

[51]
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Graphical user interface (GUI)

A later evolution of human-machine interface was the GUI.
This interface mimics the way that we perform mechanical tasks
in "real life" and replaces the textual interaction.

i s .- i L ]
nnun Hotels  Flights  Gars  Packages  More v @ Tips & MyAccount

Search hundreds of travel sites at once.

Round-trip v 1 adult v Economy v

H SanFrancisco (SFO, &2 3 To?

e Stay up-to-date
v, Subscribe now and receive the latest travel news.  YoUr email address

Figure 3: The GUI mimicking real-life actions

With this interface, for example, to enable/disable an action
or specific capability, we will ¢Zck a button on a screen, using
a mouse (instead of writing a textual command line), mimicking

a mechanical action of turning on or off a real device.

Georgia (Head = |28 | A" w" [ Ma={Ap 2 - Iz =3 M | encen | AP nssbccpuerBTion: [ AARRI| ARBBEC ARSBCCD AQBbCol AABSC(DC ® AIEETYSA,

e PenmatPater| B F M-k | Q- - - | E R e Ay * Mowmal e | Yonthy Tlontach. | Hesdngl | Hesdwng? Headingd  Headingd SRl ®LatBulel

Cipbasd fa Fant - Faragraph - 5

- Vianding |
Mavigation —
Search decument D~
Hesdings  Peges | Resnits

FIRST NAME LAST NAME
3
Expenence Adtdress - Phosia
R - Uik ProBle - Twi

Syl

Figure 4: Microsoft Word is changing the way we interact with personal computers

[6]
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The GUI became extremely popular during the 90s, with the
introduction of Microsoft Windows, which became the most
popular operating system for personal computers. The following
evolution of GUIs came with the introduction of touchscreen
devices, which eliminated the need for mediators, such as the
mouse, and provided a more direct and natural way of interacting
with a computer.

Jungle
SEASON 4

Afternoon

Figure 6: Touchscreens allow scrolling and clicking, mimicking manual actions

[71
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Conversational Ul

The latest evolution of computer-human interaction is the

conversational Ul. As defined above, a conversational interaction

is 2 new form of communication between humans and machines

that includes a series of questions and answers, if not an actual

exchange of thoughts.

i T-Mobile = 10:33 AM < % 28%m
< Home CNN > 3
CNN @

29M people like this including Nassar
Farid Mufdi Ruiz and 32 friends

Media/News Company

Hi from CNN. I'm here to bring
you the most important news
of the day.

There's a lot going on in the
world. | can send you daily
updates with top stories, or
you can message me directly
about a topic you're
interested in, like "politics" or
"tech," and I'll send you the
latest.

Ok, let's get started. Here are
some options (4

Figure 7: The CNN Facebook Messenger chatbot

[8]
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In the conversational interface, we experience, once again, a
form of two-sided communication, where the user asks a question
and the computer will respond with an answer. In many ways,
this is similar to the textual interface we introduced earlier (see
the example of the search engine), however, in this case, the end
user is not searching for information on the internet but is instead
interacting in a one-to-one format with someone who delivers the
answer. That someone is a humanized-computer entity called a bot.

The conversational Ul mimics a text/voice interaction with
a friend/service provider. Though still not a true conversation
as defined in the Oxford Dictionary, it provides a free and natural
experience that gets the closest to a human-human interaction
that we have seen yet.

wil T-Mobile = 10:34 AM ¥ % 28% W)
< Home Expedia \G @
Expedia @

» 6.9M people like this including Tomer
Eisner and 20 friends

w
44
(@
w
@

Figure 8: The Expedia Facebook Messenger chatbot

[o]
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Voice-enabled conversational Ul

A sub-category in the field of conversational Ul is voice-enabled
conversational UI. Whereas the shift from textual to GUI
and then from GUI to conversational is defined as evolution,
conversational voice interaction is a full paradigm shift. This
new way to interact with machines, using nothing but our voice
— our most basic communication and expression tool — takes
human-machine relationships to a whole new level.

Computers are now capable of recognizing our voice,
"understanding" our requests, responding back, and even replying
with suggestions and recommendations. Being a natural interaction
method for humans, voice makes it easy for young people and
adults to engage with computers, in a limit-free environment.

Figure 9: Amazon Alexa and Google Home are voice-enabled devices that facilitate
conversational interactions between humans and machines

[10]
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The stack of conversational Ul

The building blocks required to develop a modern and interactive
conversational application include:

¢ Speech recognition (for voicebots)
¢ NLU

¢ Conversational level:

> Dictionary/samples
> Context
> Business logic

In this section, we will walk through the "journey"
of a conversational interaction along the conversational stack.

Contextual Interaction
Conversational Level

Natural Language Understanding
Semantic Level

eech-to-text

Voice Recognition

CONVERSATION.ONE

Figure 10: The conversational stack: voice recognition, NLU, and context
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Voice recognition technology

Voice recognition (also known as speech recognition or speech-
to-text) transcribes voice into text. The computer captures our
voice with a microphone and provides a text transcription of the
words. Using a simple level of text processing, we can develop a
voice control feature with simple commands, such as "turn left" or
" " . . . .

call John." Leading providers of speech recognition today include
Nuance, Amazon, IBM Watson, Google, Microsoft, and Apple.

NLU

To achieve a higher level of understanding, beyond simple
commands, we must include a layer of NLU. NLU fulfills the
task of reading comprehension. The computer "reads the text"
(in a voicebot, it will be the transcribed text from the speech
recognition) and then tries to grasp the uset's zutent behind it and
translate it into concrete steps.

Lets take a look at travel bot, as an example. The system
identifies two individual intentions:

1. Flight booking — BookFlight
2. Hotel booking — BookHotel

When a user asks to book a flight, the NLU layer is what helps
the bot to understand that the intent behind the uset's request is
BookFlight. However, since people don't talk like computers,
and since our goal is to create a humanized experience (and not
a computerized one), the NLU layer should understand or be
able to connect various requests to a specific intent.

Another example is when a user says, I need to fly to NYC.
The NLU layer is expected to understand that the uset's intent
is to book a flight. A more complex request for our NLU
to understand would be when a user says, I'w travelling again.

[12]
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Similarly, the NLU should connect the user's sentence to the
BookFlight intent. This is a much more complex task, since the
bot can't identify the word fiight in the sentence or a destination
out of a list of cities or states. Therefore, the sentence is more
difficult for the bot to understand.

Computer science considers NLU to be a "hard
Al problem"(Turing Test as a Defining Feature of Al-Completeness
in Artificial Intelligence, Evolutionary Computation and Metabeuristics
(AIECM), Roman V. Yampolskiy), meaning that even with Al
(powered by deep learning) developers are still struggling to
provide a high-quality solution. To call a problem Al-hard
means that this problem cannot be solved by a simple specific
algorithm and that means dealing with unexpected circumstances
while solving any real-world problem. In NLU, those unexpected
circumstances are the various configurations of words and
sentences in an endless number of languages and dialects. Some
leading providers of NLU are Dialogflow (previously api.ai,
acquired by Google), wit.ai (acquired by Facebook), Amazon,
IBM Watson, and Microsoft.

Dictionaries/samples

To build a good NLU layer that can understand people, we must
provide a broad and comprehensive sample set of concepts
and categories in a subject area or domain. Simply put, we
need to provide a list of associated samples or, even better,
a collection of possible sentences for each single intent (request)
that a user can activate on our bot. If we go back to our travel
example, we would need to build a comprehensive dictionary, as
you can see in the following table:

[13]
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User says (samples) Related intent

I want to book my travel BookFlight
I want to book a flight
I need a flight

Please book a hotel room BookRoom

I need accommodation

Building these dictionaries, or sets of samples, can be a tough
and Sisyphean task. It is domain-specific and language-specific,
and, as such, requires different configurations and tweaks from
one use case to another, and from one language to another.
Unlike the GUI, where the user is restricted to choosing from
the web screen, the conversational Ul is unique, since it offers
the user an unlimited experience. However, as such, it is also very
difficult to pre-configure to a level of perfection (see the Al-hard
problem above). Therefore, the more samples we provide, the
better the bot's NLU layer will be able to understand different
requests from a user. Beware of the catch-22 in this case: the
more intents we build, the more samples are required, and all
those samples can easily lead to intents overlapping. For example,
when a user says, I need help, they might mean they want to
contact support, but they also might require help on how to
use the app.
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Context

Contextual conversation is one of the toughest challenges
in conversational interaction. Being able to understand context
is what makes a bot's interaction a humanized one. As mentioned
previously, at its minimum, conversational Ul is a series
of questions and answers. However, adding a contextual aspect to
it is what makes it a "true" conversational experience. By enabling
context understanding, the bot can keep track of the conversation
in its different stages and relate, and make a connection between,
different requests. The entire flow of the conversation is taken
into consideration and not just the last request.

In every conversational bot we build — either as a chatbot
or a voicebot — the interaction will have two sides:

The end user will ask, Can I book a flight?

The bot will respond, Yes. The bot might also add, Do you
want to fly international?

The end user can then approve this or respond by saying,
No, domestic.

A contextual conversation is very different from a simple
Q&A. For the preceding scenario, there were multiple different
ways the user could have responded and the bot must be able
to deal with all those different flows.

[15]
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State machine

One methodology for dealing with different flows is to use
a state machine methodology. This popular and simple way to
describe context connects each state (phase) of the conversation
to the next state, depending on the uset's reaction.

ai
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Figure 11: Building contextual conversation using a state machine
works better for simple use-cases and flows

However, the advantage of a state machine is also its
disadvantage. This methodology forces us to map every possible
conversational flow in advance. While it is very easy to use for
building simple use cases, it is extremely difficult to understand
and maintain over time, and it's impossible to use for more
complicated flows (flight booking, for example, is a complex
flow that can't be supported using a state machine). Another
problem with the state machines method is that, even for simple
use cases, to support multiple use cases with the same response,
we still need to duplicate much of the work.
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Example of a complicated state machine flow:
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Figure 12: The disadvantage of using a state machine methodology
when building complex flows

la >

Do you fly

domestic or
international?

Event-driven contextual approach

The event-driven contextual approach is a more suitable
method for today's conversational Ul It lets the users express
themselves in an unlimited flow and doesn't force them through
a specific flow. Understanding that it's impossible to map the
entire conversational flow in advance, the event-driven contextual
approach focuses on the context of the uset's request to gather all
the information it needs in an unstructured way by minimizing
all other options.

Using this methodology, the user leads the conversation and
the machine analyzes the data and completes the flow at the back.
This method allows us to depart from the restricting GUI state
machine flow and provide human-level interaction.

[17]
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In this example, the machine knows that it needs the following

parameters to complete a flight:
¢ Departure location
¢ Destination

¢ Date

¢ Airline

The user in this case can fluently say, I want to book a flight
to NYC, or I want to fly from SE to NYC tomorrow, or I want to fly
with Delta.

For each of these flows, the machine will return to the user
to collect the missing information:

User says Information bot | Information bot [ User replies
collects requests
I want to book a | Destination: Departure Tomorrow, from
tlight to NYC NYC location SF with Delta
Date
Airline
I want to fly Departure: SF Airline With Delta
from SE to NYC | pegtination: NY
tomorrow
Date: Tomorrow
I want to fly Destination: Departure From NY,
with Delta to NYC Airline: location tomorrow
NYC Delta Date

By building a conversational flow in an event-driven contextual
approach, we succeed in mimicking our interaction with a human
agent. When booking a flight with a travel agent, I start the
conversation and provide the details that I know. The agent,
in return, will ask me only for the missing details and won't
force me to state each detail at a certain time.

[18]
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Business logic/dynamic data

At this stage, I think we can agree that building a conversational
Ul is not an easy task. In fact, many bots today don't use NLU
and avoid free-speech interaction. We had great expectations
of chatbots and with those high expectations came a great
disappointment. This is why many chatbots and voicebots today
provide mostly simple Q&A flows.

! T-Mobile = 10:37 AM % 28%m
< Home Michael Kors > <}
checks or money orders? (ie; Vi
Learn More

When are you open?

I'm not sure | understand.
Perhaps the answer is in our
FAQ? If not, please click
"Customer Service" below
and follow the instructions.

Watch FAQs
General FAQs

Customer Service

Customer Service

Please type your questions/
concerns below and someone
from our customer service
team will be in touch.

Figure 13: The Michael Kors Facebook Messenger bot: conversational
Ul minimized to a simple Q&A flow with no contextuality
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Most of those bots have a limited offering and the business
logic is connected to two-to-three specific use cases, such as
opening hours or a phone number, no matter what the user is
asking for. In other very popular chat interfaces, bots are still

leaning on the GUI, offering a menu selection and eliminating
free text.

il T-Mobile = 10:35 AM < % 28%m

< Home Michael Kors > )

Hi, Rachel. Are you here to
talk about the Michael Kors
Access smartwatch?

Yes, | am

(15}

No, something els

Main Menu
Help

Unsubscribe

Figure 14: The Michael Kors Facebook Messenger bot:
forcing graphic UI on conversational Ul mediums
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However, if we are building a true conversational
communication between our bot and our users, we must make
sure that we connect it to a dynamic business logic. So, after
we have enabled speech recognition, worked on our NLU, built
samples, and developed an event-driven contextual flow, it is time
to connect our bot to dynamic data. To reach real-time data, and
to be able to run transactions, our bot needs to connect to the
business logic of our application. This can be done through the
usage of APIs to your backend systems.

Going back to our flight booking bot, we would need to
retrieve real-time data on when the next flight from SF to NYC
is, what seats are still available, and what the price is for the
flight. Our APIs can also help us to complete the order and
approve a payment. If you are lacking APIs for some of the
needed data and functions, you can develop new ones or use
screen-scraping techniques to avoid a complex development.

Challenges and gaps in conversational Ul

Conversational Ul is still new to us and, as such, there are
still challenges and gaps that prevent it from reaching its full
potential. Technology has improved greatly over the years to get
us to where we are, but, although we are far from HAL 9000
(from the movie 20071: A Space Odyssey, in which a computer
program interacts freely with the ship's astronaut crew and
controls the systems of the Discovery One spacecraft using
thinking and feeling), we must keep in mind that even HAL had
some malfunctions. In this section, I will list the five main
challenges that technology and bot designers will have to address
in the next few years.
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NLU is an Al-hard problem

As human-machine interaction becomes more sophisticated,
natural, and humanized, the harder it is to build and develop it.
While creating a simple command-line text-based interface can

be done by any developer, a high-quality Ul in the form of a
chatbot or voicebot requires many experts, including chat and voice
designers and NLU specialists, both of which are very hard to find.

Natural language understanding is the attempt to mimic
reading comprehension by a machine. It is a subtopic of Al
and, as mentioned earlier, it is an Al-hard (or Al-complete)
problem. An Al-hard problem is equivalent to solving the central
Al problem: making computers as intelligent as people (https://
en.wikipedia.org/wiki/AI-complete). Why is it so difficult?
As discussed above, when responding to a conversational Ul
there is an infinite number of unknown and unexpected features
in the input, within an infinite number of options of syntactic
and semantic schemes to apply to it. This means that when we
chat or talk to a bot, just as when we talk to another person,
we are unlimited in what we can say. We are not restricted to
keeping to a specific GUI path: we are free to ask about anything
and everything,

One way to tackle the NLU Al-hard issue is to focus and
limit the computer's understanding to a specific theme, subject,
or use case. When I go to the doctor, I'm probably not going
to consult with him about the return I will yield when investing
in the NY stock exchange. When I visit the doctor, I am within
a specific context: 1 don't feel well, I need a new subscription to
a medication, and so on. In fact, just within a doctor scenario,
there are so many use cases that we will have to predefine, so
it would make sense to break those down into sub-use cases,
to help improve our NLU in sub-domain contexts (pediatrician,
gynecology, oncology, and so on).

[22]
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If we go back to our travel example, we can train the NLU
layer of our bot to be able to respond to everything related
to the booking of flights. In this case, we mimic a possible
conversation between the user and a travel agent. While a human
travel agent can help us with additional tasks, such as finding a
hotel, planning our trip, and more, in this use case we will stay
within the context of booking flights to maximize the experience
and the responses.

Accuracy level

A major derivative of the NLU problem is the accuracy level of
the conversation. Even when limiting our bot to a specific use
case, the need to cover all possible requests, in each form of
language, makes it very hard to create a good user experience
(UX). In fact, more than 70% of the interactions we have with
machines fail (https ://www.fool.com/investing/2017/02/28/
facebook—incs—chatbots—hit—a—70—failure—rate.aspx)
While users are willing to try and address their needs quickly
with an automated system, they are unforgiving once the system
tails to serve them.

The accuracy of the level of understanding is dependent on
the number of preconfigured samples in the bot. Those samples
are sentences that users say that represent their request or intent.
The bot, thereafter, translates them into actions. For every
request, there are hundreds of such sentences. For complex
requests, where there are also many parameters involved (such
as our flight booking bot example), there are thousands, if not
tens of thousands of them. This remains an unsolved problem
today and, as a result, many bots today offer a poor experience
to their users, which stays within very limited boundaries.
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From GUI to CUI and VUI

The transition from GUI to conversational UI (CUI), as well
as to conversational user experience (CUX), and voice user

experience (VUX) introduces many challenges within this
paradigm shift that we are witnessing. Beyond the unlimited
options that we discussed above, as part of the Al-hard problem
raised around NLU, when building a conversational Ul, and
especially a voice Ul and UX, there is a challenge of exposing
the user to your offer in a sereenless environment.

When I go to the store, I can see all the items I can choose
from and purchase, and I can ask the salesperson for more
help. A good salesperson will help me and recommend items
that they think I should be made aware of in the store. When
I shop online, I can view all the items that are available for
me to purchase and can also search for something specific and
browse through the various results. Here, as well, I can get
recommendations, sometimes based on my previous purchases,
in different graphical forms such as pop-ups or newsletters.
Exposing the user to your offering within a text or a voice
conversational Ul is extremely difficult. Just as a conversational
UI is limited in nature (focusing on specific use cases, within
a certain context), the ways to expose the user to what you offer,
or how you can help him/her, are limited as well.

Chatbots

Many chatbots offer a menu-based interaction, providing options
to choose from. This way, the conversation is limited to a specific
flow (state machine supported), but the added value is that the
user can be exposed to additional information. The problem
with this solution is that it inherits the GUI experience into the
CUI and very often offers very little value.
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il T-Mobile & 10:34 AM 7% 28%0
£ Home Expedia > N O

Expedia @

6.9M people like this including Tomer
Eisner and 20 friends

Get Started
Hello!

You can book or manage a trip on the |
go! How can we help?

Manage My Trips
Need help managing your itinerary?

Just let us know how we can help.

e Manage My Trips

- - i — i

Figure 15: The Expedia Facebook Messenger bot:
is a menu-based interaction conversational?
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Voicebots

In the case of voicebots, we often witness a "help" section, which
provides the user with a list of actions they can perform when
talking to the bot. This will be in the form of an introduction
to the application, offering a few examples of what the user
can ask. Going back to our flight example, imagine that a user
says, Ok Google, open travel bot. The first response can be Welcome
to Travel Bot! How can I help you? You can ask me: what is the next
flight to NYC from SF? In addition, voice-enabled devices, such
as Amazon Alexa and Google Home, provide users with an
instruction cart that gives some examples of questions. The
companies also send out a weekly newsletter with new capabilities.

Questions & Answers
Alexa, tell me a joke.
Alexa, Wikipedia Abraham Lincoln.

News, Weather, & Traffic
Customize these features in the Alexa App.
Alexa, play my Flash Briefing.

Alexa, what's the weather?

Alexa, how is my commute looking?

Smart Home

Control supported smart home devices like Philips Hue lights
with Echo Dot. To get started, go to the Alexa App.

Alexa, dim Hue lights to 30%.
Alexa, turn on the fan.

Use These Anytime
Alexa, pair my Bluetooth.
Alexa, stop.

Alexa, volume five. (1-10)

For more examples, go to Things to Try in the Alexa App.

Figure 16: The Amazon Echo jump-start cart for first-time users,
which exposes users to basic capabilities
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Non-implicit contextual conversation

SRR e

I mentioned a couple of times the need to build contextual
conversational Ul and UX, and I will dedicate a full chapter
(Chapter 3, Building a Killer Conversational App) to this in the book.
Being a major challenge in today's conversational Ul development,
I believe that it deserves one more mention in this section.

We expect bots to replace humans — not computers. The
conversational Ul mimics my interaction with a human, whether
through text or voice. Even when we limit the interaction to
a specific use case and include all possible sample sentences that
could prompt a question, there is one thing that is very difficult
to predict within a contextual conversation: non-implicit requests.

If T call my travel agent and excitedly tell her that my daughter's
60th birthday is coming up, she might "do the math" and understand
that we are planning a family trip to Disneyland. She will then
extract all the parameters needed to complete my request:

Dates

Number of people/adults/kids
Flights

Hotels for the dates

Car rental

Allergies and more...

Even though I haven't explicitly requested her help to plan
a trip to Disneyland, the travel agent will be able to connect
the dots and respond to my request. Training a machine to do
that, that is, to react to non-implicit requests, remains a huge
challenge in today's technology stack. However, the good news
is that Al technologies and, more specifically, machine learning
and deep learning, will become very useful in the next couple
of years for tackling this challenge.
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Security and privacy

One very controversial aspect when discussing chatbots and
voicebots is security and, more specifically, the privacy around it.
In today's wotld, chatbot and voicebot platforms are controlled by
some of the leading corporations and our data and information
become their assets. Although Google, Amazon, and Facebook
have been collecting private data for quite a while (whenever we
searched the web, purchased items on Amazon, or just posted
something on Facebook), now those companies "listen" to us
outside of the web/app environment: they are in our homes and
in every private message. Recently, Amazon Alexa was accused
of recording a private conversation of a man at his home and
sending it to his boss, without that person's consent.

The "constantly listening" functionality reminds many of
George Orwell's 7984 and the party-monitoring telescreen that
was designed to simultaneously broadcast entertainment and
listen in to people's conversations to detect disorders. Although
Orwell's telescreen was used by a tyranny to control its people,
whereas today's solutions are owned by commercial corporations,
one cannot help but wonder what the implications of using such
devices will be in the future.

Conversational channels controlled by the above corporations
have also become a challenge for businesses that are forced
into running their customers' interactions through third-party
channels. Where five years ago businesses were reluctant about
shifting their data centers to the cloud, today it has no meaning
at all, when data is being transferred through additional channels

anyway.
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This is important for us to understand when we design our
chatbots and voicebots. Mainly, we should protect our customers'
data and, where needed, obey the relevant country's/state's
regulations. We should make sure we are not asking for specific
data, such as SSN or credit card numbers and, for the time being,
use complementary ways to get that, such as rerouting the user
to a secure site to complete registration.

Summary

Intelligent assistance, chatbots, voicebots, and voice-enabled
devices, such as Amazon Echo and Google Home, have stormed
into our lives, offering many ways to improve daily tasks, through
natural human-computer communication. In fact, some of the
applications that we use today already take advantage of voice/
chat-enabled interaction to ease our lives. Whether we are turning
the lights on and off in our living room with a simple voice
command or shopping online with a Facebook Messenger bot,
conversational Ul makes our interactions more focused and
efficient.

Fast-forward from today, we can assume that conversational
UI, and more specifically voice-enabled communication,
will replace all interactions with computers. In the movie
Her (2013), written and directed by Spike Jonze, an unseen
computer bot communicates with the main character using
voice. This voicebot (played by Scarlett Johansson) assists,
guides, and consults the main character on any possible matter.
It is a personal assistant on steroids.
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Its knowledge is unlimited, it continues to learn all the time,
it can create a conversation (a true exchange of ideas), and at the
end it can even understand feelings (however, it still doesn't feel
itself). However, as we've seen above, with current technology,
real-life conversational Ul still lacks many of the components
seen in Her and faces unsolved challenges and question marks
around it. The experience is limited for the user, as it's still
mostly un-contextual and bots are far from understanding feelings
or social situations.

Nevertheless, with all the limitations we experience today,
creating a supercomputer that knows everything is more within
reach than creating a super-knowledgeable person. Technology,
whether in the form of advanced Al, ML, or DL methodologies,
will solve most of those challenges and make the progress needed
to build successful bot assistants.

What might take a bit more time to transform is human
skepticism: conversational Ul is also limited because its users
are still very skeptical of it. Aware of its limitations, we stick to
what works best and tend to not challenge it too much. When
comparing children-bot interaction with that of adults, it is clear
to see that while the latter group stays within specific boundaries
of usage, the former interacts with the bots as they are real
adult humans — knowledgeable about almost everything. It might
be a classic chicken or the egg dilemma, but one thing is for
sure: the journey has started and there's no going back.
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HOW NOT TO
BUILD YOUR NEXT
CHAT AND VOICEBOTS

In the previous chapter, we talked at length about the evolution
of UI and, more specifically, conversational Ul. We discussed
the technical stacks of conversational solutions, as well as the
differences between voice and chat solutions. We focused on
some of the challenges of evolving those solutions and explored
some ideas on how to do this.

The next few chapters will provide tips and ideas on how
to build a successful conversational Ul for both chat and voice
applications. However, before we start analyzing the requirements
for a conversational application, I would like to give some
thought to conversational Ul and how building it wrongly can
make it bad.



How Not to Build Your Next Chat and 1 vicebots

Why are we building a conversational UI?

Why do we need conversational UI? What was lacking in our
GUI with computers that required the development of a new
UI in our lives? We mentioned in the previous chapter that
conversational Ul allows us to interact in quick Q&A sessions
with computers, by mimicking a text or voice interaction with
a friend or service provider.

In both chat and voice interaction, the goal is, once again,
to make our lives easy (or at least easier than they are already).
It starts with simple home capabilities, such as turning on and
off the lights by talking to a device, and it can go all the way to
booking flights as we drive our car, without lifting a finger. Since
chat and voice are still commonly used differently, I will refer
to the purpose of each separately in the following sub-sections.

Chats and chatbots

Text has become a primary interaction method between people.
About 50% of adults aged 18-24 say text conversations are just
as meaningful as a phone call and 90% of teens with cell phones
acdvebftext(http://www.pewinternet.org/2015/04/09/
teens—social—media—technology—2015/)AA‘thIne%age
is short, focused, and cuts to the chase. It's faster than making

a phone call and the response rate is higher as well (https://
www.textrequest.com/blog/texting-statistics-answer-

questions/). We don't call service providers so often anymore,
but we do visit their website. The website offers many options
for us as users, but just like phone calls, information is not
focused: it's all over the place and it may take us some time
to find what we are looking for.
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The first method for solving this problem was chat solutions,
which involved a real agent on the other side. This option offered
the convenience of a text conversation, as if we were talking to
a friend. Talking to a chat function on a website allows us to
ask that one specific question that we have, without needing to
browse for hours for the information we are looking for. Indeed,
chat platforms skyrocketed. However, whereas websites gave
businesses a way to reduce the burden on customer support, by
offering everything online, chat solutions increased that burden
again, demanding more agents to serve people looking for
focused and fast answers on their website or app.

With companies dealing once again with issues of costs and
scalability, an automated solution was needed. If the current
popular interaction method for us as humans is chat, then it
only makes sense that our automated interaction methods mimic
this as well. The purpose of chatbots is to enable a scalable
and cost-effective solution for businesses to automate their
customer-oriented interactions. The user could be a customer or
an employee within a company who requires internal support.

Taking on the assumption that many of the requests coming
from users are repeatable, the goal is to create a chatbot that
can at least provide answers to as many questions as possible
automatically and then transfer the customer to a human agent
when the automatic interaction fails.

[35]
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Voicebots, IVAs, and voice-enabled interaction

Voice activation is not new. We have all experienced automatic
phone systems (known also as IVRs or Voice Response Systems)
where we are required to click an extension number — or say
the number — however, this is far from being a conversational
communication (based on what we defined in Chapter 1,
Conversational Ul is our Future).

Voice-enabled devices, such as Amazon Echo and Google
Home, started by offering specific home commands and
capabilities. To ease our lives, we don't have to turn on and
off the lights in our living room; we can just ask Alexa to do
so and the task will be taken care of. The same can be done if
we forgot to close our garage door or turn on the heater. Many
of those functionalities could have already been achieved using
dedicated mobile apps. However, the voice element was a game
changer. We are not required to stop our life in order to activate
our phones; we can just sgy it and it happens. Just like magic!

Moving from woice-human interaction, we shifted to ftext
communication and then again to woice. However, this time our
interaction is kept short and focused. We use our voice to express
what we want, but we don't need to talk to another person

to achieve it. Voice-enabled conversations provide us with the
best of both worlds!

What your bot shouldn't be

Now that we know the purpose of chatbots and voicebots, it can
help us to understand the fundamentals of one of the most
common mistakes made by chat designers and developers, which
eventually leads to all other mistakes: developing conversational

UI based on their application's GUL.
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A bot's expetience should not imitate your web/app experience;
it should mimic your agent, which is your service provider —
a human!

Rather than leveraging voice and conversational capabilities
by replicating real-world interactions, many bot developers
and designers try to imitate the behavior of previous human-
computer Uls and, more specifically, those of digital channels,
such as websites/mobile apps. Instead of building a voice UX
that reflects the conversations we generally have with our banker
or our travel agent, developers force conversational Uls to imitate
bank mobile apps or websites.

Human-quan I Textual Ul Advanced Conversational Ul
Interaction A Textual Ul Chat/Voice

Figure 1: Don't replicate the web experience

A successful conversational Ul will bring the human to the
bot. Try to think what your phone call/store interaction would
be like with a human and bring it to life in your chat/voice
application.

Define your use cases — not too little and not
too much

Many businesses struggle to identify the use cases where a bot
can replace a human interaction. This is usually a result of the
relatively poor experiences that today's bots provide.
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Poor automated experience is a consequence of either:

¢ The "too little" scenario, where a bot offers very little and
therefore has no value for the end user

¢ The "too much" scenario, where a bot sets high hopes for
what it can do, but then fails to meet those expectations

In both cases, the bot is unsuccessful in fulfilling its purpose.

Due to technology limitations, or bad design, it has failed to offer

a fast and scalable service to the customer and failed to reduce
the business' costs. Finding the minimum viable product
(MVP) is crucial for the success of any chat/voice application,

but be aware of "burning" users by offering a limited product

that does not provide value. You can start with simpler types

of features, but then you should develop a second level of features

that provides the user with a richer experience. By offering

a full-service application, you make sure that users continue to

use the conversational application and don't fall back to the

website, the mobile app, or the call center, or, even worse, you

lose them.

As presented in the previous chapter, building a conversational

design is a challenging task. While trying to simplify it, bot-

development frameworks offer an easy and intuitive platform

to build chatbots, with no development skills needed. In some

cases, those bots have no NLU capabilities and are very limited

in the understanding level of an interaction. In such cases,

the user will have to ask a specific question in a certain way

to get a response. If the user fails to ask the question as was

preconfigured, the bot will not be able to provide the user with

an answer. Understanding that this can be very limiting, some

bot-development frameworks took on the menu-based structure,

which eliminates the user's conversational interactions and simply

offers a selection of capabilities that the user can choose from.
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In such cases, the user is led in the conversation and can't
ask for anything that isn't on the menu. This is clearly the most
obvious form of transition that bot developers are making from
GUI to CUL

In the following example, the bot didn't understand my
request, even though I selected it from the menu. After the
"speak to an advisor" button was offered to me, I wrote that [
want to talk with someone. However, the bot didn't understand my

request:

ol T-Mobile & 6:19 PM < % 37%m
EatOut > ~

< Home L Gond W B
Home

Neighbourhoods

Cuisines

©

| want to talk with someone

Rachel, I'm not sure what
you're looking for.

Use the buttons below to
navigate, search, and explore
delicious restaurants and
cuisines in Nairobi.

Home

Neighbourhoods

Cuisines
© >

~

p ~ —
( Search ) | Speak tofan advisor |
AN LI b

Figure 2: A failed interaction with the EatOut Facebook Messenger chatbot
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I then tried to use the exact same wording to ask for
"Cuisines," but once again the system failed to understand my

request:
wi! T-Mobile = 6:38 PM ¥ % 33% @)
EatOut > o
<H0me Tyg ...a. u antly o @
auilne

Neighbourhoods

@ Cuisines

Rachel, I'm not sure what
you're looking for.

Use the buttons below to
navigate, search, and explore
delicious restaurants and
cuisines in Nairobi.

Home

Neighbourhoods

@ Cuisines
@

/ s R
L\\_Searct_w/" '.\_Speak toan adwso_r)

Figure 3: A failed exact-matching request using
the EatOut Facebook Messenger bot
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On the Expedia chatbot, the experience was better. I wrote,
I'm looking for hotel. The system was quick to understand me and
continued the conversation, asking me in what city:

il T-Mobile = 6:21PM % 37% W )
Expedia > A
(Home  piicayrpiesinminies o O
tickets to destinations around the anywh
world!

Search Flights

Where can | go?

I'm looking for hotel

OK, what city do you want to

e stay in? ©
O ©® 8 | © i

QIWIELRITIYJULI]JO|P

AISIDJFIGIH]JK]L

4 Z X CVBNME

123 @ 4 space return

Figure 4: Successful understanding of the Expedia Facebook
Messenger bot with a contextual sequence
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However, I got a different result with this wording:
I need a place to sleep.

wll T-Mobile = 6:21PM ¥ % 36% M )
Expedia >
< Home rvoically reofes i i L
Search Flights Searc|
The best selection of cheap flight Explor]
tickets to destinations around the anywk

world!

Search Flights

Where can | go?

I'm looking for hotel

OK, what city do you want to
6 stay in?

I need a place to sleep

Sorry, | didn't understand
that. Please try entering your
message again.

Sorry, | didn't understand
that. Please try entering your

message again.
6 9eag ©

Q© © B 5

Figure 5: Lack of samples of sentences makes it hard for the NLU
to understand a request in the Expedia Facebook Messenger bot

(t

The system didn't understand my intent and asked me
to rephrase my request.

To sum it up, the preceding examples demonstrate why use
cases that are offered on various chatbots are somehow limited
and in many cases also not very valuable. The information
offered on these bots can be easily found on the website/app, so
it can be a good start, but it symbolizes the too little functionality
that continues to disappoint.
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On the other hand, although we envision a "know-it-all
intelligent assistant" in our future, for now, a bot that doesn't
limit the user to some extent will also fail very quickly. There
must be a balance between the amount of use cases and the
number of supported samples. It's a width and depth challenge.
The user should be informed what they can ask and what the
automated solution can offer him/her and then, when the system
fails, it can transfer the conversation to a real human.

In the Expedia example, we were limited to a certain scope
and this is perfectly fine because, after all, even a human agent
can't answer everything. However, what this chatbot failed to
do was to allow us to interact freely within the scope of the offering,
failing to understand our intent the moment we chose a different
set of words.

Don't just build and forget

Conversational Ul is a relatively new trend and it is also extremely
dynamic. Whether supporting new types of devices and channels,
adding new functionalities, or improving the UI and UX, the
first version of chat and voice applications is just the beginning.

Learn from the client experience, track where your solution
tails, and measure whether it offers any value at all to your
clients. It is a continuous evolution. Remember, the greatest
challenge of conversational Ul is in many cases less the technical
constraints and more the linguistic ones. Most importantly, allow
your users to interact freely within a specific limited space, but
also to expand the space that is automatically supported. If you
start by offering five functionalities, see how you can expand
that and offer more with each version you release.
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Summary

In this chapter, we discussed some of the most common mistakes
in voice and chat applications. In some cases, those mistakes have
evolved over time through how conversational applications are
developed and used, and some of those mistakes are based on
a lack of knowledge (and thinking) and can be easily avoided.
Although chat and voice applications are not yet the all-knowing
personal assistant we want them to be, there are three main
components that can be easily achieved to improve the experience
and success of those apps.

Keeping in mind that the goal of both chat and voice
interactions is to make our lives easy can help us to solve many
of today's chat and voice challenges. Use chatbots and voicebots
to solve problems that are repeatable, but make sure not to drive
your users crazy, as they struggle to figure out how to use them.
With this in mind, I'm summarizing our three "don'ts":

1. Don't imitate your web functionality! Your chatbots and
voicebots are replacing human functionality, not the GUI,
so build them that way!

2. Don't provide too little, but don't try to cover too much:
don't build a bot just for the purpose of having a bot.
Try to understand the value the bot brings to your clients
and how it serves you, for example, reducing an agent's
workload, generating leads, or providing better service
at scale.

3. Keep it growing. Like all other digital products, voicebots
and chatbots are growing solutions. They evolve in their
coverage, as well as functionality; they change and grow as
technology improves and they can become smarter! The
more they grow, the better they become!
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In the next chapter, we will provide recommendations on
how to successfully build your conversational application. Now
that we know what we shouldn't do, it's time to learn what we

should do!

References

¢ http://www.pewinternet.org/2015/04/09/teens-
social-media-technology-2015/

¢ See additional statistics on texting here: https://www.
textrequest.com/blog/texting-statistics-answer-
questions/
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BUILDING A KILLER
CONVERSATIONAL APP

By now, we all agree that CUI is changing the way that we
interact with our devices. We also understand that virtual
assistants, chatbots, and voice-controlled devices offer a new,
natural, and intuitive human-machine interaction, opening up
a whole new commercial world for us. While CUI is still 2 new
field in computing and an extremely dynamic one, we can already
find a few success stories.

In this chapter, I will provide five tips for making
a conversational application successful, which will help you to
build your own killer conversational application. I will also offer
chat and voice examples as support.

Find the direct path to initial success

Voice control and CUI are not that new. There were a few
attempts in the past to make them possible and even the good
old Nokia feature phones had voice control capabilities. However,
since the technology was still immature, most of those trials
didn't succeed. With zero patience for failure, after one or two
unsuccessful tries, users just moved on or fell back to the web
or mobile apps.



Building a Killer Conversational App

Interactive voice response (IVR) systems are also a good
example of a voice-controlled solution and a promising idea with
a really bad implementation. In fact, more than 80% of IVR
users say they hate the experience (https://www.nice.com/
engage/blog/Everybody-Hates-IVR-2183). SO how do we find
the direct path to success?

.
= Help your users to ask the right questions.

Although this sounds obvious, it is actually crucial to the
success of your chatbot or voicebot. I learned that when I initially
set up my Amazon Echo device at home. Using a complementary
mobile app, I was directed to ask Alexa specific questions, to
which she had good answers to, such as Alexa, what is the time?
or Alexa, what is the weather today? 1 immediately received correct
answers and therefore wasn't discouraged by a default response
saying, Sorry, 1 don't have an answer to that question.

By providing the user with a successful experience, we
encourage them to trust the system and to understand that,
although it has its limitations, it is really good in some specific
areas. As time passes, different devices continue to evolve and
continue to expand their support and capabilities, both internally
and by leveraging third parties. To help users to discover new
functions, some solutions, such as Amazon Alexa and Google
Home, send a weekly newsletter with the highlights of their latest
capabilities. In the following email, Amazon Alexa is literally
providing a list of questions that I should ask Alexa in my next
interaction with it, and it also exposes me to new functionalities
such as making a donation.
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amazonecho
S —]

I believe the best ships are friend ships. Let's row.
Just ask, “Alexa, tell me a friendship story.”

THINGS TO TRY

« "Alexa, what's the news?"

+ "Alexa, make a donation.”
Alexa and Amazon Pay make it easy to donate by just using your
voice. Learn mare.

» “Alexa, why is Pluto not a planet?”

» “Alexa, translate ‘good morning’ in Japanese.”

» "Alexa, open Tunsln Live”
Listen to home and awsy games for your favorite sports teams with a
free trial of the Tuneln Live skill. Leamn more.

« "Alexa, what's your favorite word?"

« "Alexa, who's leading the Masters?”

« "Alexa, play "our Song' by Lady Gaga.”
Celebrate Elton John's music with Coldplay, Lady Gaga, and many
more, as they reimagine some of his biggest hits. Learmn more.

» “Alexa, set a sleep timer for ten minutes.”
When playing music, you can ask Alexa to sef a sleep timer so that
your music will automatically shut off.

» “Alexa, who is your favorite poet?”

» “Alexa, tzll me a baseball joke "

» "Alexa, read my audiobook.”

s “Alexa, teach me something.”

« "Alexa, why is water wet?"

« "Alexa, how do | set up calling and messaging?”

« "Alexa, give me atongue twister”

MOST REQUESTED

» Video game: "Alexa, what is Fortnite Battle Royale?"
» Storytime skill: "Alexa, open Amazon Storytime.”

+ Store hours: "Alexa, what time doas Costco open?”

Figure 1: From the Amazon Alexa weekly emails "What's new with Alexa?"
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On Google Home/Assistant, Google has chosen topics that
it recommends its users to interact with. Here as well, the end
user is exposed to new offerings/capabilities/knowledge bases,
which may give them the trust needed to ask similar questions
on other topics.

-
e

Celebrate Black history together

Discover stories and music that helped shape
our nation—all from your Google Assistant ™

Spring into action

Tidy up and make way for what matters most
Ask your Google Assistant with help from your Google Assistant *

What are you doing to honor
Black History Maonth? . . "
Just start with, "Hey Google

Share inspirational Black voi
bl e Find a donation drop-off nearby

Play Black Roots of Rock & Roll )
on Google Play Music Remind me to clean the closet tomorrow

Ask Waste Wizard if | can recycle hangers

Ready to help, across many devices.

Ready to help, across many devices.

Figure 2: From the Google Home newsletter
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Other chat and voice providers can take advantage of this
email communication idea to encourage their users to further
interact with their chatbots or voicebots and expose them to new
capabilities. The simplest way of encouraging usage is adding
a dynamic "welcoming" message to chat and voice applications,
which includes new features that have been enabled. Capital
One, for example, updates this information every now and then,
exposing its users to new functionalities. On Alexa, it sounds like
this: Welcome to Capital One. You can ask me for things like account
balance and recent transactions.

Another way to do this — especially if you are reaching out
to a random group of people — is to initiate discovery during
an interaction with the user (I call this contextual discovery).
For example, a banking chatbot offers information on account
balances. Imagine that the user asks, What's my acconnt balance?

The system gives its response: Your checking account balance
zs §5,000 USD. The bank has recently activated the option
to transfer money between accounts. To expose this information
to its users, it leverages the bot to prompt a rational suggestion
to the user and say, Did you know you can now transfer money between
acconnts? Wounld yon like me to transfer §1,000 to your savings acconnt?

As you can see, the discovery process was done in context
with the uset's actions. Not only does the user know that he/
she can now transfer money between two accounts, but they can
also experience it immediately, within the relevant context.

To sum up tip #1, by finding the direct path to initial success,
your users will be encouraged to further explore and discover
your automated solutions and will not fall back to other channels.
The challenge is, of course, to continuously expose users to new
functionalities, made available on your chatbots and voicebots,
preferably in a contextual manner.
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Think like a search engine, not
a command line

We already discussed the evolution of conversational Uls and
their connection to the command line and search engines. The
user is required to provide the computer with a textual question
and in return they get a textual response. However, there is one
great differentiator between the user experience of command
line versus a search engine. Whereas in a command line the
user will receive an error message if they don't use the exact
correct format, search engines always return a result, whether it's
the answer to your question, something close enough to your
question, or even a suggestion for a different search.

In the following example, I asked Google for information
about conversational applications, however, I made a mistake in
my spelling. Google didn't reply with an error message, but rather
tried to fix my request and suggested a possible reply (it does
let me know that there are no results for my search).
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&« > C | & Secure | https://www.google.com/search?q=conversational+applicvtyion&oq=conversational+applicvtyion&ags=chrom

GO gle conversational applicvtyion !, Q,

All News Videos Images Shopping More Settings Tools

About 1,290,000 results (0.54 seconds)

Showing results for conversational application
No results found for conversational applicvtyion

Building Your First Conversational App — Chatbots Magazine o
https./ichatbotsmagazine.com/building-your-first-conversational-app-89afccs79460 ~

Dec 11, 2017 - In this example, you'll build a basic “what happened today” conversational application
that provides a dynamic and personalized response. A conversational app contains intents, entities,
and responses that you want to deliver to your user. Intents are the mechanisms that pick up what your
useris ..

11 Examples of Conversational Commerce and Chatbots o
https:/ichatbotsmagazine com/11-examples-of-conversational-commerce-57bb8783d3.. «

May 31, 2016 - In our work at ZipfWorks building and scaling intelligent shopping platforms and
applications, we pay close attention to emerging trends impacting digital commerce such as chatbots
and mobile commerce. As this nascent trend towards a more conversational commerce ecosystem
unfolds at a dizzying pace ...

The Anatomy of a Modern Conversational Application - DZone Al o
https://dzone.com/articles/the-anatomy-of-a-modern-conversational-application

Oct 27, 2017 - Learn about the stack of a modern conversational application: business logic, context,
anthology, natural language understanding, and speech recognition.

The anatomy of a modern conversational application - Conversation.one 4
https:/iconversation.one/2017/10/25/anatomy-modern-conversational-application/ ~

Oct 25, 2017 - con-ver-sa-tion. the informal exchange of ideas by spoken words. Underlying every
conversational app is the exchange of words — between humans and machines. Today's technology is
mature enough to create high-level conversation, using broadly available building blocks.

Building Your First Conversational App - Conversation.one O
https:/iconversation.one/2017/10/30/building-your-first-conversational-app/ ~

Oct 30, 2017 - In this example, you'll build a basic "what happened today” conversational application
that provides simple, built- in responses to user's requests. A conversational app is essentially the
container or project and it contains intents, entities, and the responses you want to deliver to your user.
Intents are the ...

Watson Developer Challenge: Conversational Applications: Enable ... o
htips./fwatson-dev-challenge.devpost.com/ »

Figure 3: Think like a search engine: try to understand
what your user's intention was (Google search)
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The same is true for chatbots and voicebots. Whether the
user made a spelling mistake or even used a different wording
for an existing request, it doesn't mean the system should
prompt an error message. On the contrary, the system should
make the effort to provide the closest relevant response or offer
a correction. For example, to play music with Google Home
a user can say, Hey Google, please play the Ed Sheeran station from
Pandora. Google will reach out to their Pandora account and
search for Ed Sheeran songs to play. In this case, the user is
very explicit. However, the user can also use a shorter version of
his/her request and simply say, Hey Google, please play Ed Sheeran
songs. In this interaction, Google will decide on the enabled music
service and search for an Ed Sheeran station to play from. In cases
where the user is the least explicit and simply says, Hey Google,
play music, Google will search for the user's enabled music service
and play one of their suggested favorite stations.

Acting like a search engine opens up a vast variety of options
for businesses and their bots to reply to their users and even
surprise them. This idea of acting like a search engine brings our
discussion back to the necessity of incorporating an NLU engine
in your chat/voicebots. Depending on the NLU you choose, you
could generate much more value for your users, based on the
understanding level of the bot. The higher the accuracy level
is, the more your chatbot can act as a search engine and the less
it will act as a command line.

Many Facebook Messenger bots don't even let the user express
their needs and instead automatically offer a list of options that
guides them through the process of receiving customer support.
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In some cases, there isn't even a textbox to write inside
(see the following Spotify example). While I had a nice onboarding
experience, and I was guided through the process, I wasn't free
to enter my requests: I could only choose from a predefined list.

wil T-Mobile = 7:48 PM + % 100% =" wil T-Mobile 7:48 PM < % 100% -
< Discover Spotify @ ¢ Discover Spotify @
—
What kind of music are you
eongter? Hello Rachel!

Creating playlists with friends

is super fun — and you can
now do it right here on
Messenger. Here's how...

Nice For What Invasi _
Drake Cardi £ - -
O S )
=
@ Share &

What kind of music are you

- - &z xcvenul
looking for? o ", _—

Featured New releases 8 Popul:

»- Search and Share...
Search and Share...
Help

No way to add text - no conversational Predefined options to choose from

experience

Figure 4: Keeping it conversational means letting your
users express themselves freely (Spotify FB bot).

[55]



Building a Killer Conversational App

On the following Western Union chatbot example, I have the
option of texting with the chatbot, but no matter what 1 ask,
I'm referred to the menu. On one hand, I'm still getting an error
message to a question that I asked, which obviously means that
the bot does not provide a solution. On the other hand, the bot
still tries to prompt me with discovery options that are relevant

tor my choice.

w!l T-Mobile = 7:57 PM ¥ % 100% (e

{ Finance  Western Union > )

How do | send money?

I'm sorry, | don't understand.
You can tap any option below.
Tap on Customer Care to chat
with a rep.

Send money

Track transfer

Customer Care
(v o
o (¢ 2] [ Aa © e

1T 2 3 45 6 7 8 90

ac @& 0 space return

Figure 5: Failure in understanding supported options (Western Union FB bot)

[56]




Chapter 03

In this last example, I chose Domino's pizza. Domino's pizza

is one of the most advanced companies when it comes to digital

solutions and is a great reference in most cases. In this example,

for some reason, I couldn't order a garlic bread (although it

appears in the bot's discovery on the picture). I would have

expected the bot to tell me that it's impossible to order garlic

bread at the moment, or at least try to understand what 1 was

asking for or suggest other suitable options.

1

Visual discovery

Textual discovery
4

Can | order garfic bread?

° e

! T-Mokile 7:51 P < % 100% -

£ Discove Domino's Pizza
Hello! This is Dom, the Domine's

ordaring assistant bot. How can |
help?

3

& Track Ord &1 Request based on visual
Can I order garfic broad? discovery
$ I'm sorry | don't understand. #
[+ e :
S 4

i e il 0 ) G L L e System fails to
SPElal s e islajel” understand
Win 3 i 7 | ! @

ABC & 0 space return

Figure 6: Promote what you have and don't fail the user (Domino's Pizza FB bot)

To sum up tip #2, user experience is the most crucial
factor for the success (or failure) of an automated interaction.
Combining it with tip #1, keep in mind that your role is to help
your users to get what they are asking for. It's not their role

to figure out bots; it's your role to figure out what's the best

way to deliver the best results.
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Give your bot a "personality," but don't
pretend it's a human

We dedicate Chapter 7, Building Personalities — Your Bot can be
a Better Human, to building personalities into an automated
solution, but I believe this topic must be included in our list of
tips. Your bot, just like any digital solution you provide today,
should have a personality that makes sense for your brand. It
can be visual, but it can also be enabled over voice. Whether it
is a character you use for your brand or something created for
your bot, personality is more than just the bot's icon. It's the
language that it "speaks," the type of interaction that it has, and
the environment it creates. In any case, don't try to pretend that
your bot is a human talking with your clients. People tend to
ask bots questions like are you a bot?, and sometimes even try to
make them fail by asking questions that are not related to the
conversation (like asking how much 30%4,000 is or what the bot
thinks of "a specific event"). Let your users know that it's a bot
that they are talking to and that it's there to help. This way, the
user has no incentive to intentionally trip up the bot.

Chatbot examples

The following are a few examples of chatbots with matching
personalities.
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il T-Mobile 5 9:21PM 7 % 97% (mm wil T-Mobile = 9:31 PM < % 95% .-
- Wordsworth > 3
< Discover _ @ ¢ Discover , Words@rth ; @
Well since you're already
Wordsworth here, we rf]ight as well go
5.2K people like this forward with our lesson
Fictional Charact today...

> @ -
Hi there Rachel, let's get
started, shall we? Today's
word is dulcet (duhl-sit)

And here's the definition:

Greetings, Rachel! I'm 4% comforting and sweet

Wordsworth, and I'm here to
help you expand, or should |
say bolster, your vocabulary

What is an owl's favorite

First things first, regarding subject at school?

our daily lesson are you more

of an early bird or a night owl? % Owlgebra! ®

Early bird ~, ~
‘ @notl“er]oke!/:l (\f'iew synonym'i) @se itinas

Change Lesson Times Change Lesson Times
Share with Friends Share with Friends
Quiz Review Quiz Review

Figure 7: Expand your vocabulary with a word a day (Wordsworth)

The Wordsworth bot has the personality of an owl. Owl
symbolizes wisdom, which fits very well with the purpose of
the bot: to enrich the uset's vocabulary. However, we can see
that this bot has more than just an owl as its "presenter'": pay
attention to the language and word games, and even the joke at
the end. Jokes are a great way to deliver personality.

From those two screenshots only, we can easily capture
a specific image of this bot, what it represents, and what it's
here to do.
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The DIY-Crafts-HandMade bot has a different personality,
which signals something light and fun. The language used
is much more conversational (and less didactic) and there's a lot
of usage of icons and emojis. It's clear that this bot was created
for girls/women and offers the end user a close "friend" to help
them to maximize the time they spend at home with the kids
or just start some DIY projects.

wil T-Mobile = 9:21PM + % 97% . il T-Mobile = 29:21 PM < % 97% .

< Lifestyle { Lifestyle DIY-Crafts-HandMade ~ O

L] ..'T. L]
Get Started
B o et started
& & Welcome to the DIY
b’ B @
— Y Hi Rachel nice to meet you!
Whether you need inspiration
DIY-Crafts- for home decor, fashion
HandMa projects, kid-friendly activities

or DIY food, we've included a
couple in every category.

© Auton

Home D

essaging

@
=%}

Visit every one and get

outstanding tutorials and
Hi Rachel, welcome to the Official DIY Bot. You ideas that rock!
gonna find amazing ideas and tutorials!

Press >> Get started << 9 at®

= Menu
< Share i chatbot

Figure 8: DIY-Crafts-HandMade FB Messenger bot
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Voicebot examples

One of the limitations of today's voice-enabled devices is the
voice itself. Whereas Google and Siri do offer a couple of voices
to choose from, Alexa is limited to only one voice and it's very
difficult to create that personality that we are looking for. While
this problem probably will be solved in the future, as technology
improves, I find the creativity of the insurance company GEICO
around that very inspiring. In its efforts to keep its Gecko's
unique voice and personality, GEICO has incorporated multiple
MP3 files with a recording of Gecko's personalized voice, as
a part of its Alexa skill.

Golfing in the Carolina's - GEICO

MORE VIDEDS

Figure 9: Gecko's voice is a smart solution in a limited situation

GEICO has been investing in Gecko's personalization for
years. Gecko is very familiar from TV and radio advertisements,
so when a customer activates the Alexa app or Google Action,
they know they are in the right place. To make this successful,
GEICO incorporated the Gecko's voice into various (non-
dynamic) messages and greetings.
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It also handled the transition back to the device's generic
voice very nicely: after Gecko has greeted the user and provided
information on what they can do, it hands back to Alexa with
every question from the user by saying, My friend here can help
you with that. This is a great example of a cross-channel brand
personality that also comes to life on automated solutions such
as chatbots and voicebots.

Build an omni-channel solution —
find your tool

Thinking less about the design side and more about the strategic
side, remember that new devices are not replacing old devices:
they are only adding to the big basket of channels that you
must support. Users today are looking for different services
anywhere and anytime. Providing a similar level of service on
all the different channels is not an easy task, but it will play a
big part in the success of your application. There are different
reasons for that. For instance, you might see a spike in requests
during the early morning and late night coming from home
devices, such as Amazon Echo and Google Home. However,
during the day, you will see more activity on FB Messenger or
your intelligent assistant.

Different age groups also consume products from different
channels and, of course, geography has a lot of impact as well.
Providing cross-channel/omni-channel support doesn't mean
providing different experiences or capabilities. However, it does
mean that you need to make that extra effort to identify the
added value of each solution, in order to provide a premium,
or at least the most advanced, experience on each channel.
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Obviously, there are differences between chatbot and voicebot
interactions: we talk differently to how we write, and we can
express ourselves with emojis, while expressing our feelings
with voice is more difficult. There are even differences between
various voice-enabled devices, such as Amazon Alexa and Google
Assistant/Home and, of course, Apple's HomePod. There ate
technical differences but also behavioral ones: the HomePod
offers a set of limited use cases that businesses can connect
with, whereas Amazon Alexa and Google Home let us create
our own use cases freely. In fact, there are differences between
various Amazon Echo devices, such as the Echo Show, which
offers a complementary screen, and Echo Dot, which lacks in
screen and in sound in comparison.

With all that in mind, it is clear that developing a good
conversational application is not an easy task. Developers
must prove profound knowledge of machine learning, voice
recognition, and natural language processing. In addition to that,
it requires highly sophisticated and rare skills that are extremely
dynamic and flexible. In such a high-risk environment, where
today's top trends can skyrocket in days or simply be crushed
in as little as few months, any initial investment can be dicey.

There are some developer tools today that offer multi-
channel integration to some devices and channels. They are
highly recommended from a short and long-term perspective.
Those platforms let bot designers and bot builders focus on the
business logic and structure of their bots, while all the integration
efforts are taken care of automatically. Some of those platforms
focus on chat and some of them on voice.
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A few tools offer a bridge between several automated channels
or devices. Among those platforms you can find Conversation.
one (disclaimer: I'm one of the founders), Dexter, and Jovo.

$ ¢

?

Building an omni-channel solution for voice a

Figure 10: Building an omni-channel solution for voice and chat

Stay up-to-date with the trends

While this is correct for any digital solution, conversational Ul
is an extremely new field in computing and it is also extremely
dynamic. As such, today's top trends might become huge, but
they might also become obsolete and outdated in just a few
months. Listen to your clients and make sure that you are
providing them with what they expect. Learn from others (learn
even from your competitors) and evolve as technology improves
and reaches new heights. This includes paying attention to new
NLU capabilities, as well as the capabilities of devices and
channels. This also includes supporting new types of enabled
conversations; adding new functionalities, relevant Ul and UX;
and, of course, supporting all of the latest popular devices.

Many things that weren't available just a few months back
have now become the backbone of some of the leading services.
This includes the option to choose between different voices,
the ability to build contextual interaction, and the possibility
of creating a multi-step intent. Analyze and measure your bot's
functionality: see how many people it has helped and where it has
tailed. Is it really replacing a human agent? Is it really generating
new leads or any value that is measurable?
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Keep yourself informed about new trends and capabilities
in relevant publications. I recommend following voicebot.
ai, Chatbot Magazine, Chatbot Life, and the Artificial Intelligence
section on D-Zone, and looking for relevant publications based
on your segment/vertical.

Summary

To sum up the recommendations of this chapter in a few words,
I would say that your bot must offer real value and provide rich
tunctionality. Your automated solution, whether through voice
or chat, consumed from any channel that the user approaches
it from, is a tool for your business to provide a service and
value for your customers at scale. The bot is not your goal — it's
a tool. It's an additional communication interface that you should
leverage to maximize your business goals.

You can start with small, experimental bots, but we are already
at a stage where bots should provide a search engine experience
and act less like a command line. Think what you need to achieve
with your bot. Which NLU or development platform are you
using to achieve those goals? Make it an ongoing process: it's not
a one-time project! Grow with this exciting and dynamic market
and try to be creative or a leader in your space. Everything
is possible, so vision it and realize it.

We also talked about being sincere with customers: don't
pretend that the bot is a real human, but give it the personality
that best characterizes your business, through visual, semantic,
and even voice methods. Last but not least, start now.
Don't hesitate. Find the value that you can provide using
voice-controlled and conversational capabilities and start building
your bots.
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In the next chapter, we will start with a technical drilldown
on how we develop Amazon Alexa skills and Google Actions.

References and additional reading

https://www.nice.com/engage/blog/Everybody-Hates-
IVR-2183

https://chatbotsmagazine.com/
https://www.voicebot.ai/
https://chatbotslife.com/

https://dzone.com/artificial-intelligence-tutorials-
tools-news
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DESIGNING FOR
AMAZON ALEXA AND
GOOGLE HOME

In Chapter 2, How Not to Build Your Next Chat and 1 vicebots,
we talked about the emergence of voice solutions over the last
couple of years and the differences between designing chat
and voice applications. We saw that even though voice is not
new to us, its capabilities until recently were limited mostly
to IVR systems and recorded messages. It was far from being
a conversational communication, but with new voice-enabled
devices, including Amazon Echo and Google Home, things
started shifting.

In Chapter 3, Building a Killer Conversational App, we looked
at five tips for building a killer conversational application
reflecting both voice and chat applications.



Designing for Amazon Alexa and Google Home

In this chapter, we will focus on voice design and, more
specifically, on Amazon Alexa and Google Home. We will review
both technical and voice UX recommendations and provide some
examples. We will start by reviewing the different devices and
operating systems, and will dive deeper into building an Alexa
skill and a Google Home action. This step-by-step guide will
help you to set up your first conversational application on those
two channels.

Amazon Echo? Alexa? Google Home?
Actions? What does it all mean?!

We have talked about voice applications and voice-enabled
devices, but before we continue our drilldown, let's start with
a quick overview to better understand the various terms and
solutions that are available on the market today. We will start
with Amazon's products and then talk about Google's products,
and we will devote a short section to Apple's HomePod as well.

Amazon Echo

Amazon Echo, frequently shortened and referred to as Echo,
is a brand of smart speakers developed by Amazon. Some reports
state that Amazon has been developing Echo devices since 2010,
as part of its first attempts to expand its device portfolio beyond
the Kindle (https://en.wikipedia.org/wiki/Amazon_ Echo).

The first-generation Amazon Echo, released in 2015, consists
of a 23.5 cm tall cylinder speaker, with a seven-piece microphone
array, and it requires a wireless internet connection to work. In
the default mode, the device listens to all speech, monitoring
for the wake word ("invocation word") to be spoken. Echo's
microphones can be manually disabled by pressing a mute button
to turn off the audio processing circuit.
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Figure 1: Amazon Echo responding to a request by showing blue light signals

Echo Dot

In March 2016, Amazon introduced a smaller version of Amazon
Echo, coined as Amazon Echo Dot (it has the shape of a hockey
puck), the purpose being to make it easier to use in bedrooms as
an alternative to the full-sized Echo. Apart from its size, Amazon
stated that there are no differences between the original Amazon
Echo and Dot. Having said that, it has been noticed that the
tull-size Amazon Echo's speaker is more powerful, while Dot is
more sensitive to background noises.

Figure 2: Echo Dot, a hockey puck-sized device (www . cnet . com)
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Echo Show

In May 2017, Amazon introduced Echo Show, bringing screens
back to voice devices. With a 7-inch LCD screen, Echo Show
unrolled new capabilities such as playing media (one of the
most-used actions was playing YouTube while playing media, so
as a response Google disabled YouTube on the Show device only
a few months later) and making video calls.

Figure 3: Echo Show is reconnecting screens to voice
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In 2017, Amazon released additional devices, including Echo
Look and Echo Tap, as well as Echo Spot. All have similar
tunctionality to the original Echo device.

Who or what is Alexa?

Alexa is the so-called "brain behind the machine." Alexa is the
voice service behind the Amazon Echo, with whom we speak and
(potentially) converse. Alexa started out by responding to simple
user commands about home activities, such as turning on lights
or opening the garage door, but over time Amazon opened Alexa
up to other developers, enabling them to build "Alexa skills."
Alexa skills are simply applications that trigger Alexa and are
connected to the Echo devices.

Alexa is cloud-based and is already available on tens of
millions of Amazon devices, as well as those from third-party
device manufacturers. In March 2018, the number of skills on
Amazon Alexa surpassed 30,000! With many developers looking
to take advantage of these extremely fast-growing virtual assistant
capabilities, Amazon took over both the smart speakers market
(80% of the market) as well as the applications market (Google's
numbers are around the 2,000 applications mark).
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Google Home
Amazon's first-mover advantage resulted in an imposing
94% market share by Q3 2016. However, since then, Google
Home has shown some growth in the market, reaching a little
over 34%. Some predictions show that Google Home will take
over Amazon Alexa by 2022 (see the following graph).

GLOBAL SMART SPEAKER MARKET SHARE

2018 2022
Others

Apple
HomePod

HomePod
12%
Amazon
Alexa

52%

Google Home
32%

=
== Google Home
| ) a8%
_

@vmc‘am‘t,ai
b 2

Source: Loup Ventures

Figure 4: The smart speaker market and the predictions for Google Home
(from Voicebot.ai)

Google Home is the brand of smart speakers that is developed
by Google. The first device was released in the United States

in November 2016.
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Figure 5: The Google Home: a late bloomer?

Google Home's speakers, just like its competitors, enable users
to speak voice commands to interact with services. The voicebot
behind Google Home, which takes the form of an intelligent
personal assistant, is called the Google Assistant. The Google
Assistant is also available on most of the new Android phones
and can be downloaded on Apple's devices.

In the same way as Amazon Alexa does, Google Home offers
both in-house and third-party applications called actions. The
actions allow users to interact with Google Home entirely by
voice. Google Home devices also started with support for home
automation, letting users control smart home appliances with
their voice.

The original product has a cylindrical shape, with colored
status LEDs on the top for a visual representation of its status.
The cover over the base is modular, with different color options
offered through the Google Store, which are intended to help the
device to blend into the environment. In October 2017, Google
announced two additions to the product lineup: Google Home
Mini and Google Home Max.
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Google Home Mini

Google Home Mini was announced and released late in 2017.
Compared to Echo Dot, Google Home Mini is in many ways just
like its competitor, coming with the same overall functionality but
just in a smaller, donut-shaped size of 10 cm. Google markets the

Mini with the slogan "Size of a donut. Power of a superhero."

‘

Figure 6: The Google Home Mini: a response to Dot? (www . cnet . com)

Google Home Max

This is a larger version of Google Home, with stereo speakers,
an audio connector, and a USB. Aiming to fight back against
Apple's HomePod, Home Max includes Smart Sound, an adaptive
audio system that uses machine learning to automatically adjust
sound output based on factors such as the environment and
time of day.
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Figure 7: Google Max uses machine learning for Smart Sound (www . target . com)

Just a few words on Apple's HomePod

HomePod is Apple's smart speaker. It was announced the most
recently (June 5th, 2017) and released in early 2018. Apple claimed
that it delayed the release as it was investing its efforts in unique
speaker capabilities. Without a doubt, the HomePod speakers are
tar better than the others. However, with a substantially higher
cost ($350 compared to $30-$80 for its competitors), together
with its minimal functionality, HomePod is losing the fight.

Many people claim that Apple, which pioneered the voice
market with Siri, has ended up missing out on the smart speakers
market. Apparently, having Siri, Apple's voicebot, spread out
on every 10§ device wasn't a good enough springboard to take
over the market for smart speakers from the beginning. That's
okay because Tim Cook, Apple's CEO, claims that Apple cares
less about being the first and cares more about being the best.
However, even after its release, critics were much less enthusiastic
about HomePod. While HomePod's sound capabilities are much
better that its rivals, many people claim that it is simply not
smart enough.
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As opposed to its competitors, Apple also took a more closed
approach, allowing developers to develop minimal capabilities
within a closed scope of pre-configured options. This basically
means that businesses can only connect their APIs to specific
capabilities, rather than develop a unique user experience with
their clients.

Figure 8: HomePod has great sound, but it is not so smart (www . apple . com)

Developing skills and actions

Both Amazon and Google see the value of the developer
community as the key to the success of their voice assistants.
As such, the two platforms offer development consoles that let
developers build and deploy voice applications. In this section,
we will focus on the set of tools offered by the Amazon Alexa
Developer portal and the Google Assistant, and offer a step-by-
step tutorial to get started.

Whether building an Amazon Alexa skill or a Google Home
action, those kinds of applications are built to provide answers
to the user's requests. With this in mind, when building those
skills, we should think of them as being in a Q&A format. This
means that we will figure out what the user will say or ask, and
then what the response should be.
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Here is a simple example: a user says, I need help with
ny insurance.

Your skill/action tesponds, Please call us at 1-800-1234-567.

When we analyze the preceding request and response, we build
them into the following plan.

“I need help”

|

e

|

Intent= “GetHalp” | Fulfillment

|

Response = “Please call us at 1-800-1234-567"

Figure 9: The technology journey of voice interactions

Voice recognition

Voice recognition (also known as speech recognition or
speech-to-text) transcribes voice into text. The computer captures
our voice with a microphone and provides a text transcription
of the words. To read more about voice recognition, please see
Chapter 1, Conversational Ul is our Future.
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Utterances

An utterance ("sample utterance" on Amazon Alexa or "user
says" on Google Assistant) is a sentence that a user uses
to ask a question or make a request. In the preceding example,
I need help is our utterance.

One of the challenges of conversational applications, and
voice in particular, is the need to plan all of the possible
sentences and combinations of utterances for a specific intent
(see the following section), and the possibility of mapping
them correctly. In the preceding example, additional utterances

could be:
How can I contact someone regarding my insurance?
Who can help me with my insurance?

I need assistance with my current insurance

* & o o

How can I call you regarding my insurance?

There are many more possibilities. In fact, both Amazon and
Google recommend providing at least 30 utterances for each
intent, in order to make sure that the mapping between the
uset's request and the relevant intent is done successfully. Based
on my experience, a couple of hundred, and sometimes even
a thousand or more utterances, will provide a good accuracy rate.

Natural language understanding (NLU)
The NLU fulfills the task of reading comprehension. The

computer reads the text (in a voicebot, it will be the transcribed
text from the speech recognition) and then tries to grasp the
user's intent behind it. To read more about NLU, please see
Chapter 1, Conversational Ul is our Future.
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Intent

The user's goal is called their intent. The intent is based on the
uset's request. In the preceding example, the user requested help,
so their intent was to get someone to help them.

Fulfilment

This is the code (API) that connects the intent with the required
response.

Response

This is the answer we send back to the user. A response can be
static, that is, hard-coded, like the phone number in our example,
but it can also be dynamic. When providing a dynamic answer,
we are able to customize/adapt the response based on specific
parameters that the system collects (see entities/slots). To provide
a dynamic response, we will also be required to connect the
requests to a certain set of APIs.

Slots /entities

Slots/entities are used to create a more complex structure that
provides more than just one question and one answer. To follow
our example, let's say that the support phone number is based
on the client's specific need. In this case, the user may say:

¢ I need help with my car insurance
¢ I need help with my home insurance

¢ I need help with my travel insurance
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As you can see, the client's intent remains the same —
"GetHelp." Instead of creating multiple flows for each unique
insurance, we simply customize it using entities. The entities in
our case are:

¢ Car
¢ Home
¢ Travel

This way, we can map the response, based on the entities
we identified:

¢ GetHelp {cat} — Please call us at {CarlNumber}
¢ GetHelp {home} — Please call ns at {HomeNumber}
¢ GetHelp {travel} — Please call us at {TravelNumber}
Now that we know how and what a conversational flow

is comprised of, it is time to see how it is done on Amazon

Alexa and Google Home.

Developing skills on Amazon Alexa

Amazon provides a developer console for developers to build
their Alexa skills. Recently, Amazon also launched Alexa Blueprint,
which lets non-developers build "personal skills" for home and
game use cases.

In this tutorial, I will focus on the stages to build an Alexa
skill for business use cases.
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1. Create or sign in to your Amazon Developer account:
Before you can build your Alexa skill, you will need
to go to the Amazon Developer portal (http://developer.
amazon.com/)and open a (free) account. If you already
have an account, just click on the Sign in button.

amazon

Developer

Sign in

Email (phone for mobile accounts)

Password Forgot your password?

Sign in

Mew to Amazon Developer?

Create your Amazon Developer account

Conditions of Use Privacy Mofice Help

& 1996-2013, Amazon.com, Inc. or its affiliates

Figure 10: Developing a skill on the Amazon Developer portal
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2. Create your skill: To start building your skill, click on
one of the Create Skill buttons, as demonstrated in the

tollowing figure:

TYPE MODIFIED
o +Jeo
Alexa Skills
Create your first skill o bout Alexa Skills Kit

iy

STATUS

—=>

ACTIONS
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3. Name your project: Give your skill a name. This is still
just the name of your project and not the name your
users will use to start a conversation with your skill. In the
tollowing example, I named my skill "Packt Publication."

amazon alexa

Create a new skill

Packt Publication <|
N

Skill created will default to English (US)
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4. Choose the skill's model: Amazon Alexa offers a unique
setup configuration for specific models, such as Smart
Home and Video. Assuming we are building a skill from
scratch here, I chose the Custom model option.

5. Start customizing your skill: Welcome to your skill's
dashboard. On the left-hand side, you have the menu that
walks you through the stages of setting up your Alexa
skill, and on the right-hand side you have the four building
blocks that build out your skill. These include:

Invocation Name
Intents, Samples, and Slots
Build Model
Endpoint
We will review each stage in the following steps. Once

done, all gray check marks will turn green and you will be
able to launch your Alexa skill. We are almost there!
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M Skill builder checklist

Complete these steps to be able to test your skill using the simulator in the test tab, or with your echo device.

REQUIRED

6. Choose your invocation name: Provide the name that
will invoke your skill when the user approaches Alexa.
In this example, I chose the same name as my project,
however, it could be different. Amazon Alexa publishes the
requirements for invocation names (see the green console
in the following screenshot) and it is strict about them,
mostly in order to make sure that they are not overlapping
and that Alexa can understand them easily.
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Among other stipulations, they can't be in capital letters,
they can't use special symbols, and they must be more
than just one word. Make sure you choose an invocation
name that will make sense for your users but that will also
comply with Amazon's requirements.

v

7. Enable interfaces: Interfaces are additional communication
formats that you would like to enable on your skill. This
includes audio or video players. Video players can only be
enabled on Echo Show.

Interfaces

NAME DESCRIPTION

rs to create skills for Alexa that use both screen and voice interaction. L about

[86]



Chapter 04

8. Adding your intents: Now we are at the core of
building the skill — adding the intents. To begin, we
provide each intent with a name. Make sure you use only
non-capitalized letters and that words are connected
(in case it's more than a one-word name). When done,
click on Create custom intent. You will also see that
Amazon provides common pre-made intents that you can
use. It might be a good idea to start with the pre-made
intents and then start building your own from scratch.
Recently, Amazon Alexa enables to ask also for the user’s
phone number, which can assist when building a cross-
channel interaction.

Add Intent

An intent represents an action that fulfills a user's spoken request. Learn more about intents.

© Create custom intent ~

prder_books

> Books v

Calendar
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9. Add your sample utterances: As you may recall, each
intent has a set of sample utterances that are, simply
put, the sentences that users will say to ask for a specific
request. The more we add, the higher the accuracy rate
of the conversation. In our example, I added two samples
that a user can use to order books. It is recommended
to start with at least 15 samples. On this screen, you also
have the option to add slots (as explained previously).

Intents / order_books

Sample Utterances (1) ©

I want to buy a book on bot design

| want to order a book on bot design

Intent Slots (0) = @

ORDER (2 NAME (z SLOT TYPE

V4

Intent Confirmation

Does this intent require confirmation? (=
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Add Slot Type

Slot types define how data in an intent slot is recognized and handled. All intent slots must be assigned a slot type. Learn more about using slot types

O Create custom slot type

| ‘ Create custom slot type

List Types

Numbers, Dates, and Times

10. Connecting your endpoint: At this stage, we are connecting
the intents and samples to the Lambda function we created.
Choose the AWS Lambda ARN option and fill in the

missing slots.
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Note: In order for you to connect to Amazon Web Services
(AWS) webservers, you are required to create a Lambda function
using AWS. The AWS Lambda is where the code lives. When
a user asks Alexa to use your skill, it is the AWS Lambda
function that interprets the appropriate interaction and returns
the conversation back to the user. I will not elaborate on how
to build a Lambda function, but you can read a detailed tutorial

for that here: https://developer.amazon.com/alexa-
skills-kit/tutorials/fact-skill-2**

Endpoint
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11.Enter information on the Account Linking setting:
Amazon Alexa supports skills that require login, such as
banking or retail. For this purpose, you will have to provide
the account linking details that need to be verified when
the user accesses the skill:

Account Linking

Do you allow users to create an account or link to -
an existing account with you?

Security Provider Information
Authorization Grant Type * (2 Implicit Grant o Auth Code Grant

Authorization URI* (2
Access Token URI * (2
Client ID * (=

Client Secret * (=

Client Authentication Scheme * (=
HTTP Basic (Recommended)

Scope (2 + Add scope

Domain List (2 + Add domain
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12.Enable permission request: On the permission screen,
we enable the option to ask the user for the address of the
device, to provide them with geo-services information
in a smart way. By knowing the address, we can provide
location data for utterances such as What is the closest
sushi restaurant? or Please send me a new sample to my home.
The device's address is always available on each Amazon
Echo device, as this is part of the device's setup process.
Recently, Amazon Alexa enables to ask also for the
user’s phone number, which can assist when building
a cross-channel interaction.

@ English (US) ~ Permissions

CUSTOM

sers to access Device Address -
ACCOUNT LINKING 1

v . 0 Full Address

Lists Read

Lists Write

Alexa Skill Messaging Client Id

Client Secret:

13.You are (almost) done: Remember the four building
blocks we started with? As you can see, they are all checked
now, which means that you have successfully completed the
initial setup process!

[92]




Chapter 04

W Skill builder checklist

Complete these steps to be able to test your skill using the simulator in the test tab, or with your echo device.

1. Invocation Name »

Enter an invocation name for your skill

REQUIRED

2. Intents, Samples, and Slots »

REQUIRED

Add at least one intent and one sample utterance

3. Build Model >

Successtully build your interaction model

4. Endpoint > o
Set a web service endpoint to handle skill requests

[=]
[
=
=
[
i}
©

REQUIRED

14.It's time to test what we've built: Amazon offers a wide
set of testing tools for skills, from a real Alexa simulator
to a manual J[SON, as well as voice and tone (so that you
can hear how things are pronounced). Take the time to test
your skill and see that it's working. This is a good time
to see whether you connected your endpoint correctly and
whether your intents and sample utterances make sense.
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15.Alexa also offers a beta-testing mode, which lets you
share your skill with other testers before you push
it to production. Invitations are sent by email and require
(always!) the other testet's email address that is connected
to his/her specific Echo device:

() amazon alexa

@ Testis anablad for this skill skl /o [ EchoshowDisplay [ | Device Log

Alexa Simulator Manual 50N Voice & Tone

English US)  ~ '
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16.Provide additional information on your skill: The
additional information on this page will be used for
discovery and instructions once the skill is published
to the public. As you can see, you are required to provide
a description, icons in various sizes, and some examples to

instruct the user on how to use the skill after they have
enabled it:

One Sentence Description *

Detailed Description *

Example Phrases *

Example Phrase 101

3 More

r
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17.This information will then appear on your skill's page on

the Alexa app, as you can see in the following Expedia

page example:

Home

Now Playing

Music, Video, & Books

Lists

Reminders & Alarms

Skills

‘Smart Home

Things to Try

Settings

Help & Feedback

Not Rachel? Sign out

o :

Rated: Guidance Suggested
. Account linking required

TRY SAYING

‘Alexa, ask Expedia to search for a hotel. “Alexa, ask Exped ‘Alexa, ask Expedia to reserve a car.”

ABOUT THIS SKILL
Dreaming about your next getaway? Easily check prices on hotels and ene-way flights with the Expedia skill for Amazon Alexa.
Already have a reservation? Keep on top of your travel plans with helpful updates, including trip dates, flight status, and more. You can even ask the Expedia skill to

add a car rental to an existing flight reservation, check your Expedia+ loyalty points, or get recommendations on what to pack. To start, just link your Expedia account
(or create a new one — it's free!).

SUPPORTED LANGUAGES

English (US)

SKILL DETAILS
Invocation Name: expedia
Rated: Guidance Suggested. This skill contains dynamic content
Developer Privacy Policy

Developer Terms of Use

This skill requires account linking. If you have multiple profiles in your household, Alexa will only enable and link this skill for the profile that is
currently logged in
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18.Check your checklist before you can submit:
Understanding that there are quite a lot of steps here,
Amazon Alexa provides a list of missing information or
errors that must be corrected before you can submit the
skill. Review them carefully, fix them, and refresh the page
to get the most up-to-date status.

Submission
e

Preparation for Submission m

Fixes Required

® A Large Skill icon is missing for the en_US locale. in the Launch tab, o to Skill Preview for en_US to add a Large skill icon
@ There's no valid interaction model defined an en_US. Please go to the Bulld tab and bulld your interaction model

@ An Endpeint bs missing for your model Please go to Endpoints under the Build tab to 3dd one or mare endpoints

@ The skill Category is missing for the lacsle. In the Launch tab, 5o 1o Skill Preview for to add 3 sl eategory

ction model

missing for the en_US locale. In the Launch tab, go to Skill Preview for en_US to dd a detailed description.

mitasirg for Ehe question ‘Does this Alexa skill collect users’ personal information?. In the Launch tab, go to the Privacy & Complisnce section 1o provide an

® The privacy pobicy URL is m
a0

r the en_USS locale, The privacy podicy USIL i requined for sills that collect user information (e.g. account bnking). In the Launch tab,
6 Skill Praview for #n_| AL

d the privacy policy

@ A One Sentersce Description of the skill is missing for the en_US locabe. in the Launch tab, go 2o Skill Preview for en_US 10 add the &l description

19.Submit: Congratulations, you are ready to submit your
skill for review.
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20.After you submit, the Amazon Alexa team will review
and test the skill and will make sure that it is working
properly. You must be patient though. This may take a
week (and sometimes more). You will receive a notification
when the review is completed, and in case changes are
required, you will receive a detailed document with all the
failures and suggestions on how to fix them (please note
that for some categories, such as banking and retail, there
are different submission procedures).

Submission
L
Run a validation check of your entire skill before submitting it to Amazon for certification review

Preparation for Submission m

Q -

Your skill is ready for submission.

We have checked your skill and it is ready for
submission!

Submit for review

E
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Developing actions for Google Home

Google provides a developer tool to build Google Home
actions / Google Assistant applications. The underlying NLU on
the Google Assistant is called Dialogflow (previously known as
api.ai, which was acquired by Google in 2016).

In this tutorial, I will focus on the Dialogflow tool available
for building conversational applications.

1. Create your account or log in: To start building actions,
you will need to open an account on Google Actions. Visit
https://console.actions.google.com/ and use your
Google account to log in. If needed, create a new free
account.

Build apps for the Googhe Assistant with Actions on Google,

HOME CUIDES REFERENCE SAMPLES COMMUNITY PROGRAM

@ ® Engage users through the Google Assistant
. Build apps for the Google Assistant and reach users through 4000+ devices including smart

speakers, phones, cars, TVs, headphones, and more.

Turn your content inta an Action Use our vertical-focused programs Create your app just how you want It

Make content you've already integraled in Google Search Take advantage of solutions such as smart home, games, Follow our getting staned guide 10 design and baild fully-
{such as AMP news, recipes markup, and podcasts) mare and other verticals to bulld your apps, and we'll do the bl ] using Dialogf
discoverable through the Assistant, just by claiming and heavy lifting for user interaction and dialog.

refining your listing in our directory

LEARN MORE START BUILDING
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2. Add/import your project: To start a new project ot
import a project you have built separately, click on the
large square box.

Welcome to Actions on Google

Actions on Google is the platform for developers to extend the Google Assistant. Join this emerging ecosystem by developing
actions to engage users on Google Home, Pixel, and many other surfaces where the Google Assistant will be available. Learn more

B Documentation <> Sample code =: APlreference [3 Support

Your projects with an Assistant app

+

Add/import project

3. Name your project: Name your project and decide on
the location. Once you have more than one project, you
will have a gallery of projects that you can further build
and manage. Pick a name that is relevant for the project,

so it will be easy to follow up on. When done, click on
CREATE PROJECT.
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Add project

Project name

Pack Publication]|

Country/region (&)

United States

By proceeding and clicking the butten below, you agree to adnere to the Actions on
Google policies [4 and Terms of Service [A.

Creating this project will also allow you to use Firebase services. You agree that your use
of Firebase services will adhere to the applicable Firebase Terms of Service [A. If you
integrate any apps with Firebase on this project, by default, your Firebase Analytics data
will enhance other Firebase features and Google products. You can control how your
Firebase Analytics data is shared in your Firebase settings at anytime. Learn more [4

CANCEL CREATE PROJECT

4. Choose the type of action you are building: Similar to
Amazon Alexa, Google offers a set of pre-made actions/
intents that are connected to specific use cases, including
home control, games, health, and more. Each of those
categories offer ready-made apps, where you will only be
asked to add your specific data. I recommend taking a look
at these to understand how actions are built.
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For the purpose of our demo, where we are building an
action from scratch, we will click on SKIP at the top-right
corner to get to the Dialogflow option, as presented in the
following screenshot:

Welcome to your project, Packt Publication!

Get started on building by choosing a category or skip to choose later

v
-
i .
g~ = ¢ Hes &
Home control @ Kids & family @ Food & drink @
' o
- | + e
o

v iy <] @

Business & finance Social & communication @

@ Health & fitness @
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Shopping @ Business & finance @ Health & fitness @ Social & communication (3
Browse more categories
7 &

Arts & lifestyle G

Education & reference (3 e Local 9 Movies, TV & photos (&

(<)

@

o

MNews & magazine

Productivity @ @ Sports @

@ Music & audio

Weather @

=]

o Travel & transportation

More options

@ Templates

Actions SDK @ e Drevice registration 2]

@
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5. Choose your invocation name: After clicking on SKIP,
you will land on your action's home page. We will start
by clicking on Decide how your Action is invoked
to configure the specific words people will use to start
your action.

+ " . n . #
4, Welcome to your project! This is where you'll be managing your Actions.

English Modify languages

Quick setup

~
You're almost ready to build your first Action - we just need to set up your invocation first
= Decide how your Action is invoked
Build your Action

A
Now let's get to work! Follow these steps to build your first Action and test it out in the simulator.
Get ready for deployment

AT
Before you create a release, let's check if you have all the information ready
Release

>

You have not created a release for the current draft.
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In the following example, we chose "Packt Publication."
With this in mind, a user who will eventually ask
to invoke our action will have to say, Hey Google, talk
to Packt Publication.

We can also choose from a couple of male/female voices
to represent our action, by choosing from the dropdown.

English Modify languages

Display name ~

s directory. Users say or type the display name t
ay "Hey Google, talk to Dr. Muygic”, or type

° Clic = ey i e
# Modify the pronunciation if it doe ig
Google Assistant voice A

Pic

Male 1

Male 2

Female 1

Female 2

6. Build your action: It's time to build your app's business
logic, which is mainly what people will be asking your
action to do and how your app will react to it.
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7. When done configuring, click on Actions under the
BUILD section on the left-hand side menu (see the
tollowing screenshot) and then click on the ADD YOUR
FIRST ACTION button.

fi o o “

SETUP

& invocation

BUILD No Actions yet
B Actions 1 = addihe i

3 Theme -\l—

TEST

Lo Simulator

DEPLOY Tip: ¥f you don't see the Actions you created, please refresh the page

8. A pop-up window will prompt you to choose some of the
pre-made/custom intents. If you don't find what you are

looking for, click on SKIP. We click SKIP in this demo
and continue to use Dialogflow.

CREATE ACTION

Custom intent

Built-in intents
Get fortune
Get horoscope

Get joke

Get a quotation Custom intent

Get credit score Don't see the intent you want in the built-in

supported ones? Create your own!
Get cryptocurrency prices

Play game

Check watersports Learn more [
conditions

[106]




Chapter 04

9.

Create your action: On this screen, we can further tweak
the project's name and, when done, we click on CREATE.

Emities

' Dialogflow Packt-Publication

10.

Building your conversation: As we demonstrated earlier,
when building a conversational Ul, we need to provide
the questions that the user will ask and the responses they
will get. To start the process, we will click on CREATE
INTENT and start building our conversational flow.

[ en )

Entities

Training

@ Dialogflow Intents

Packt-Publication
. .
8  Dafault Weleomsa [nient

Integration:
Analytics

Fulfllment

\gents

Prebuilt A

Na regular intents yet. Create the first one
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11.Name your intent: Provide a name for your intent, which
will define the course of the conversation. I copied our

previous example and created an intent related to ordering
books and named it "OrderBooks."

Orderbooks <j

Contexts @
Events @

Training phrases @

Action and parameters @

Responses @

SAVE

v
A
Train the intent with what your users will say
Provide examples of how users wi ress their intent in natural language. Adding numerous phrases with
different variations and parameters will improve the accuracy of intent matching. Learn more
ADD TRAINING PHRASES
”~
Extract the action and parameters
Parameters are specific values extracted from a user's request when entities are matched. The values captured
by parameters can be used in fulfillment, or in building a response. If you mark parameters as required,
Dialogflow will prompt the user if their values were not extracted from their initial request. Learn more
ADD PARAMETERS AND ACTION
~

Execute and respond to the user

Respond to your users with a simple message, or build custom rich messages for the integrations you support.
Learn more

ADD RESPONSE

12.Fill in "what the user says': Start building in the questions
from the user that could be relevant to this intent. The
more samples we add, the higher the accuracy level of the
conversation and the better the NLU succeeds at providing
the right response. In the following example, I added only
two sentences. It is recommended to start with at least 15-30
different sentences. Think of all the different permutations
and options for a question that might be asked.
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Orderbooks
Contexts @ v
Events @ v
Training phrases @ Q A

99 | would like to order a book on vaice @

99 | want to order a book on voice design
Action and parameters @ v
Responses @ v
Fulfillment @ v

13.Give the responses: Similar to the examples we showed
for Alexa, here, your responses can either be hard-coded
as sentences or they can connect to a web service (API) and
accordingly deliver a dynamic and personalized response,
based on the user's request. In the following example,
I provided three hard-coded responses to make sure that
our bot is not acting monotonic. This means that if a user
asks the bot the same question every day, they will receive
slightly different answers, to make it sound less like a robot.
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As mentioned before, if possible, it is highly recommended
to use web services for responses.

Action and parameters @

Responses @

DEFAULT  GOOGLE ASSISTANT +

Text response @0

1 You can buy the book in one of our stores
2 You can cnline the book online

3 Enter a text response variant

Ak

ADD RESPONSES

P Set this intent as end of conversation @

Fulfillment @

@ cnabls webhook call for this intent

B Enable webhook call for slot filling
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14.Integrations: You can integrate your Dialogflow
conversational Ul with several services, such as Facebook
Messenger, Slack, and others. To enable your conversational
UI on Google Home, click on the large center-top rectangle,
as shown in the following screenshot:

Integrations

©® ©

Google Assistant

Engage usears through the Google Assistant App,
Gocgle Home and more.

NTEGRATION SETTINGS

w o >

Web Demo Facebook Slack Viber
Messenger
» » » »
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15.Support additional languages: Currently, Google Home
and Assistant support more languages than Amazon
Alexa, and Google is adding support for new languages
as it grows. Among others, Dialogflow supports English
(US, UK, GB, Canada), German, French, Japanese, and
Korean. Google says that it will support 30 new languages
in the next year.

§ Dialogflow ]

Languages

English —en DEFALLT
Intents

French — fr + Add locale
Entities
Training Russian — ru
Integrations I Select Additional Language  + I
Analytics
Fulfillment
Prebuilt Agents

small Talk
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16.Your app's information: On this screen, you are asked
to provide the relevant app's information: pronunciation,
description, images, and similar. This is very important for
the discovery of your app, and on Google it works much
better than on Amazon, since you can access any app from
your Google Home with no need to specifically enable it.

Overview
& App information (7]
English ~

Assistant app name ~

e.g. Dr. Music

Pronunciation @

torr

e.g. doctor music &

Details You can use this app to ads asdc asd w
Images Large banner and small logo uploaded v
Testing instructions (optional) 111222 v

Contact details abe
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17.Test your app: You can ecither test in the simulator or talk
to it to test your conversational application. A good test will
include different variations of multiple samples and intents.
The tool offers you a debug console, so if something does
go wrong, you will have all the related information to fix it.

Simulator (7]

Teststatus | Active i) Testing in Sandbox mode @  SHARE

. = Surface Location Language m
DialOg ' @ c Phone Googleplex, Mountain ...  English (United

Debug info will appear here

Input
& + Talkto myAgent

{=
X
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18.Send it to world: Once you have completed every stages,
you can submit your action for review. The Google reviewers
are relatively faster in their responses than the Amazon
Alexa reviewers and you will receive a list of issues that you
are required to fix before you can launch your application.

Ready? Click on SUBMIT FOR REVIEW.

Your Assistant app

Actions added from APLAI
Actions: Default Welcome Intent

App infermation

Assistant app name: dr muasdcf, Pronounciation: dr muasdcf, Description: vecdedead

0 Location targeting
@ surface capabilities

No required capabilities
o Account linking (optional)

Grant Type: Authorizat

code, Client 1D google_9

EDIT

SR et o TEST SUBMIT FOR REVIEW
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Summary

As you may have realized by now, building a voice-enabled
application is a thrilling experience, however, it is not necessarily
an easy task for non-developers, or even for developers. This is
also true for the Amazon Developer console, as well as the Google
Assistant / Home console. Today, those tools ate not ready for
non-developers and still require coding and programming on
many different levels. To fill this gap, some startup companies,
such as Storyline, PullString, and Jovo, provide simplified tools to
build voice applications for Alexa. I would recommend referring
to one of them if you are looking to build simple use cases
that can be supported using a state machine (see more about
the state-machine structure in previous chapters). Very few tools
today provide a visual and simple interface for more complex
use cases (my company, Conversation.one, included).

As voice Ul and UX are just evolving, it only makes sense
that those tools will change and evolve. I anticipate that in the
near future, we will see both Google and Amazon providing
more easy-to-use tools (such as Amazon's Blueprints) for self-
developing purposes. It will be interesting to see how those
two companies attract small and large businesses with tools that
require no/very little development effort.

In the next chapter, we will focus on Facebook bot design:
the tools to use, and the experience we can expect to achieve.
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DESIGNING
A FACEBOOK
MESSENGER CHATBOT

Chatbots and voicebots both fall into the conversational
UI category. In the previous chapter, we talked about designing
and building voice user experience and interface. Next, we will go
back to the design of textual bots, focusing on the Facebook (FB)
Messenger platform. With the promise of enabling a "connection
to 900 million people on the Messenger platform" and with the
goal to "take over sales and customer service functions," FB has
the target of revolutionizing the world of chatbots. Indeed, FB
revealed at the F8 2018 conference that its platform runs 300,000
bots (https ://venturebeat.com/2018/05/01/facebook-
messenger-passes-300000-bots/), with more than 8 billion
messages sent each day! This is four times more than in 2017.

Around 200,000 developers have used the FB Messenger
platform to enable their bots, and that number continues to grow.
FB puts a lot of emphasis on the Messenger platform and
continues to add features and capabilities to attract developers
to its platform, such as menus, buttons, and cards, as well
as rich media.


https://venturebeat.com/2018/05/01/facebook-messenger-passes-300000-bots/
https://venturebeat.com/2018/05/01/facebook-messenger-passes-300000-bots/

Designing a Facebook Messenger Chatbot

In this chapter, we will gain an understanding of the
structure of the FB Messenger platform, its advantages, and
its disadvantages. We will also work through a tutorial on how
to build a FB Messenger bot using its internal tools and discuss
other tools that are commonly used by developers in the market.

The FB Messenger stack

In Chapter 1, Conversational UI is our Future, we outlined the
building blocks of conversational applications, focusing on
speech recognition for voicebots, which is less relevant in the FB
Messenger use case, and the need for a strong NLU component
to understand the uset's intent. The NLU, as we defined, fulfills
the task of reading comprehension. The computer reads the text
and then tries to grasp the user's intent behind it.

To accomplish this capability, in 2015, FB acquired wit.ai,
which is a speech recognition and natural language processing
service. While originally, the goal was to take advantage of the
voice recognition capabilities and voice interface APls of wit.
ai, it ended up becoming the NLU engine of FB Messenger,
improving the understanding level of bots within the Messenger
platform.

Building a FB Messenger bot using Wit.ai

For this example, we will provide the user with a way to order
this book. This is very similar to the process we followed on the
voice-enabled devices in Chapter 4, Designing for Amazon Alexa
and Google Home, and includes the NLU and the fulfillment

components as well, which you can see as follows:
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¢ A user says, Where can I order a book on voice and chat design?

¢ Your FB Messenger bot will respond, You can purchase
it online or in stores

“where can |

buy this book”

— NLU

> Intent= . » :
buy_book Fulfillment

Response = “you can order it online or in stores”

Figure 1: The conversational flow on FB Messenger

For a more detailed explanation of the flow, please refer
to Chapter 4, Designing for Amazgon Alexa and Google Home.

Tutorial

The following tutorial is built on the wit.ai platform. I find
wit.ai a less friendly platform for non-developers and bot
builders, however, this is the built-in solution offered by FB
today. At the end of this chapter, I will refer to other solutions
available on the market that you should be aware of. Let's get
started!
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1. Sign in to your Wit.ai account: Using a FB login
or a GitHub login, sign in to the wit.ai account. As you
can see, Wwit.ai is the NLU also supporting FB's mobile
apps, home automation wearables, and robot solutions.
In this tutorial, we will focus on building bots.

“ | & Securs | hutps:/wital r ® 0B

- L3
wit.ai ¥ () GETTINGSTARTED DOCS COMMUNITY PRICING FAQ BLOG JOBS

=

Wearable devices come with tiny screens. Wit enables not only the maker of the device, but also its
ecosystemn of developers, to build their must-have voice interface.

—

Natural Language for Developers

0000

Mobée apps Home autormalion ‘Waarable devices Fobats

I Log in with Facebook

or 560 how it works
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2. Start building your bot: In a very simple approach, the
Wit.ai service's Messenger platform journey starts with
training your bot by feeding in sentences and questions
to it and connecting them to the relevant intent. Start by
entering the questions the user will ask. In this example,
we chose "Where can I buy a book on bot design?" Then
create an intent to map this question to. We called our
intent buy_book. To complete this stage, click on Validate.
Add more and more "examples" to the sentence, to increase
the level of understanding of your bot, and run through
the same process, connecting it to the relevant intent.

€ > C | @ Secure | h wit.air i @ '+ )
wit.ai £ R, a1

MyFirstApp = tanin & Inbox W Logs L3 Sarting]

Test how your app understands a sentence

Youl can train your app by adding n ples

more exam
1 E> Where can i buy a book on bot design? o
intent 2 E> buy_book -

]
3E>“‘W .

Your app uses 1 entity
Entity Description Values

Intent Usar-getinad sniity buy_bock
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3. Check the list of examples you've built: Click on
Intents to view the list of examples you have built into

the bot. In this case, we have one intent, with multiple

examples to support the accuracy level.
p PP y

wit.ai

rachelbatish / MyFirstApp

intent
Lookup sTRATEGIES © ()  frestet & keywords | frestext  keywords User-gefined entity
L]
Trait Values
Traitvalue @
buy_book
[+]
Expressions  Fiterby. All values -
19
Text
[ How can | buy a boek on voice design?
§  where do | get a voicedesign book?
§  How can i purchase a nook on voice design?
[ where do | buy a book on chat design?
§  Where do | buy a Book on chat design?
11 where do i buy a book
[ how do i buy a book
11 where do | buy a design book for bots

4. Test your intent: Now you can test your bot via the
wit.ai API: go to the Settings tab (marked with 1 in the
following screenshot), then type one of the examples you
have entered, such as "Where do I buy a Book on chat
design?" Next, copy the curl box.
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4+ Apps Docs Help %

T Understanding @ Inbox [ Logs  &¥ Seltings

where do | buy a book on chat design? @ 2 3

curl \ Lu}
“H 'Authorization: Bearer ESWBITMAGYPSH7SITIADG630MINACSUD' \

‘https://epi.wit.ai/messagedv= rere%20do% r3F Leam
Change App Details

App name

MyFirstApp
Default Timezone

Americallos_Angeles

Language

Enge .
e
To make sure the request is mapped to the relevant intent,
paste the curl in your terminal. You can see that the request
was mapped to the right intent — buy_book.
TV T —— . Z) @ °
| R R b e ot oo e MilsaSaaso J
o L S S R e | iy Qros Wi 8 Soung

BhAIBonNIRChataZidesignaiF " Lanm mas

America/los_Angeles

Language English -
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5. Continue to train your bot: Go to the Inbox tab and see
all the examples you tried when you tested the APIs. We
can see, in the following example, that "Where do I buy
a Book on chat design?" was correctly captured by the
NLU engine.

I“'it.ai + Apps Docs Help
helbatish -~ MyFirstApp = Undemtanding =} . | - R L+ 2
Welcome to the inbox, rachelbatish! G

:; ~3 Wit allows you 1o extract relevant pieces of information — or entities — from
f P A MMESSA0ES your Users send you,

In this Inbowx, you'll find & sample of past messages you've received to make it
) easier to start training your app

To get started, you can update sntitias from here or refer to aur documentation

MNew messages will be added to the Inbox as you recsive them, unkess they have

already been used 1o tram your app.

+]

Expeessions  Voico

Whare da | buy a Book on chat design?

Intent buy_beok
L+
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For examples that were wrongfully mapped to intents,
you can then create new intents and re-map them. In the
following example, the user was asking where they could
get coffee. The NLU engine mapped it to our buy_book

intent (see screenshot).

n 0
wit.ai + Apps Docs Help
rack MyFirstApp & Understanding 2 Inbax | - e L. ]
VYGILUIIIG W LG 1Ay | S TGRS CLD 1
N,
| % Wit alows you 10 extr vant pieces of information — or entities — from
£ 2 Messages your users send you
= In this Inbox. you'll find a sample of past messages you've received to make it
J } wasier to start training your app.
:) e Ta get started, you can update antities from hare o refer to our documantation
=9 ' 3
- New messages will be added to the Inbox as you recedve them, unless they have
already beon used to train your app
~

Exprossions  Voice

Where do | buy coffes?

intent

°
2®um

Create new value "buy_Cofles”
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Now, whenever someone asks for coffee, the system will
already be able to identify the request and map it to the
right place. We can test it again, by going back to the
Settings tab and entering our new example in regards
to ordering a coffee.

=
wit.ai + Apps Doca Malp

n o MyFirstApp & Understanding [+ |- s

2 YSZBCOT fopkdF* 4 i
Change App Details

AP1 Details

Now, we repeat the process by copying and pasting the
curl into our terminal. In the following screenshot, you
can see that the NLU was able to map the "where can
I buy coffee?" question into our new buy_coffee intent.
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—
oce T 2 rachei— bueh 5024 LERELS = e
i e -

& Last login: Sat May (= - §

rl A

i Bearer ESWBITMAGYPSHTGITIADG6IOMINACSUD"
“hitps:/fapl.wit.ai/messag ¥ feeelF'
where can I buy coffee? . "entities™i{"intent™: [{"confidence”:0.5983002
ralue™:“buy_coffee"}l}, Ag" i "BpI0EETcOWNLG2ys 1" FRache ls-MacBook=-Air
o | i~ rachels §

+ Apps Docs Hel

= Understanding [« | - o

MINACsUD®
AR INZObuyNZ0cof feehdl® Leam mone

ERR TR AmarcalLos Angeles -

Englsh -

mum—' o aﬁ—m

When you are done re-mapping all intents, you will see
that your inbox is empty.

wit.ai + o Do e |

racholba

MyFirsthpp ~ # T= Understareiing &) Inbax | L Setting]

le A BASC08 YOUF UBSrs Send you

In this Inbex. you'll find a sample of past messages you've received to make it
easier 1o £1art training your app.

g
A5

G = To get started, you can update entitiss from hare of refer to aur documantation
S New messages will be added 10 the Inbox as you receive them, uniess they have
already been used to train your app.

Expressions  Voice

Q

Your inbox is empty, well done!
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6. Configure the responses: Your bot can now understand
the difference between buying a book or a coffee, so the
next step will be to connect those questions to your business
logic and provide answers to the different questions.
wit.ai offers various ways to connect your business logic
to your bot with different clients, including:

> The Node.js client (https://github.com/wit-ai/
node—wit)

o The Python client (https://github.com/wit—ai/
pywit)

> The Ruby client (https://github.com/wit-ai/
wit—ruby)

7. Integrating your bot with the FB Messenger platform:
This is the last stage of building a FB Messenger bot.
In this stage, we will connect our bot with the Messenger
platform, informing it that our bot will answer the questions
for us (instead of a person). Calling to our bot is done
from the app's "messenger settings" page. To do so, you
have to connect your FB page and app and enable the
NLU. Start by going to your app's "messenger settings"
page and select the required subscribed pages in the
"built-in NLP" section.
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Q) Search developers facebook com |

Status: In Development m

Packt-Dema - APPID: 17/91737240883487
4 Dashboard Taken Generation
£3 Settings »
F3 Roles » Page token i required to Start using the ARLs. This page token will have all messenger permissions even if your app is not approved to uss
them yet, though in this case you will be able to message only app admins. You can also generate page tokens for the pages you don't own
& Aariy L using Facebook Login,
@ App Review
PROBUCTS (3 Page Page Access Token
& AccountKit ¥ m You must select a Page 1o generate an access token.
paae
1 Massenger =

SO BTN G
W Skype Translate Community
= Activity Log Zuznew

Setup Webhooks

To receive messages and other events sent by Messenger users, the app should enable
webhooks integration.

Last, add your Wit Server access token (find it on the
bot's "settings" tab), as well as the callback URL you've
configured, to fetch your business logic and save your
settings.

€ C | & Secure | htps facebook, 1701737 240883487/ messenger/settings/ £

New Page Subscription

Caliback URL

Verify Token
Towen that Facebaook will ¢
Subscription Fields

messages messaging posTbacks messaging opting

message_deliveries

messaging pre_checkouts

messaging rederrats

standby

Learn mare

message_reads

muesaaging checkoul_updates

message schoes

measaging handovers

messaging_paymenis

messaging_sccount inking

massaging gane_plays

Pbssaging policy_entorcement

e

Congratulations! Your bot is ready to respond to your
customers!
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Challenges and consequences of the FB
Messenger bot

The wit.ai platform offers a tool to build an initial bot, where
businesses can communicate with clients and offer services
automatically. Like other solutions that we've discussed, when
complexity is involved in interactions, those tools are very limited
and heavier programming is required.

The integration and connectivity between the various stacks
are also not easy to use and require a deeper development
background. In addition, while being able to learn from a user's
request using the inbox panel is of great value, the problem
is usually when you have thousands or tens of thousands
of requests running through the system, and a manual detection
and re-mapping is nearly impossible.

In fact, FB itself shared that 70% of its automated bot
interactions fail. A failed conversation means that the end
user didn't get what they were asking for. While improving
the NLU capabilities is a rather large task, FB decided to deal
with this situation by offering a more graphic user interface,
which includes menus and cards. Departing from the human-
to-human interaction model that bots were meant to fulfill, the
FB bot experience takes us back to the traditional graphic web
experience, where end users are asked to choose from a pre-
defined menu, instead of holding a "conversation" with the bot.
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wil T-Mobile = 817 PM

Domine's Pizza >
Typically replies instantly

&)

R R L]

{ Discover

®v

T L

Kama and 19 friends

Pizza Place

Hello! This is Dom, the Domino's
ordering assistant bot. How can |

help?
New Order
Reorder
@0 Track Order
© © @ A © ©

+ % 100%

wil T-Mobile = 10:35 AM

< Home Michael Kors >

Hi, Rachel. Are you here to
talk about the Michael Kors
Access smartwatch?

Yes, | am

No, something else

w
1
T
1
T

Main Menu
Help

Unsubscribe

4% 28%E )

&

Figure 2: Choosing from menus, instead of conversing with a human-like bot

Is there a difference between bots and the web? In my opinion,
this decision by FB has set the bot bar too low and has pushed
back conversational Ul interactions and expectations. Being the
largest platform in the bot development industry, Facebook has
had a negative impact on how bots are built. On the one hand,
it has made it easier to build them, requiring uncomplex NLU

development and level of understanding. However, on the other

hand, it has brought us back to the web-surfing experience,

putting the entire bot's essence into question.
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Other tools to develop FB Messenger bots

* & & o

FB's tool for building FB Messenger bots is not optimal. With
the growing need to ease the process and enable a faster bot
development process, which requires little to no development
skills, various startup companies have developed visual solutions.
In most cases, those solutions offer little to no NLU support,
and follow the menu-based Ul and UX that is promoted by FB.

Some of the platforms that are offering bot development
tools for FB Messenger are:

Chatfuel - https://chatfuel.com/
Flow XO - https://flowxo.com/
Botsify - https://botsify.com/

Conversation.one - https://conversation.one (disclaimer:
I'm a co founder of the company)

Summary

The FB Messenger platform offers developers and businesses
a huge opportunity to communicate with their clients and increase
their automated customer support and services, leveraging an
existing communication environment that doesn't require the
end user to get familiar with new technologies or solutions.
However, the development tools that FB is offering today should
become more mature and robust, and I expect to see a tighter
integration of wit.ai with the FB Messenger platform in the
near future. FB's failure to provide an easy-to-use tool to develop
its bots gave rise to some startup companies bridging this need
by offering aesthetically pleasing and user-friendly interfaces that
are available for non-developers as well.
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While it started out with a great vision and mission, in practice,
FB Messenger failed to deliver an advanced conversational
experience and pushed the industry back into the classic web
graphic UI, controlled by menus and pre-made selections.

As an industry leader, I believe that FB's role in shaping the
future of bots will be immense and I hope to see it putting more
emphasis on the NLU capabilities of the platform, to create true
conversational experiences between machines and humans.

In our next chapter, we will talk about contextual design and
how we can make our bots — via chat or voice — more human,
and how they could eventually interact with us on multiple layers
and not just through simple one-sided commands.
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CONTEXTUAL DESIGN -
CAN WE MAKE A BOT
FEEL MORE HUMAN??

Whether through chat or voice, our interaction with bots is still
very much based on a uset's request and, thereafter, the bot's
response. We have already raised the challenge of creating and
building contextual conversation, but in this chapter, we will dive
deeper to explore the full meaning of contextual design and
its components, and give some tips on how to create contextual
conversation.

Contextual conversations or contextual
design?

To understand how we build contextual conversations, we should
start with some dictionary definitions. Let's begin with the
definition of the word "conversation" (which we have already
dealt with in previous chapters) and then look at the word
"context" versus "contextual":



Contextual Design — Can We Make a Bot Feel More Human?

Conversation: [s an interactive communication between two or
more people. The development of conversational skills and etiquette is an
important part of socialization. The development of conversational skills
in a new language is a frequent focus of language teaching and learning

(https ://en.wikipedia. org/wiki/Conversation).

Context: The circumstances that form the setting for an event,
Statement, or idea, and in terms of which it can be fully understood
(Oxford Dictionaries).

In context: Considered together with the surrounding words
or circumstances (Oxford Dictionaries).

Out of context: Without the surrounding words or circumstances
and so not fully understandable (Oxford Dictionaries).

Contextual: Depending on or relating to the circumstances that form
the setting for an event, statement, or idea (Oxford Dictionaries).

Or:

Depending on the preceding or following parts of a text to clarify
meaning (Oxford Dictionaries).

From the preceding definitions, we can summarize that
a contextual conversation is a conversation or communication
between people that is built on specific circumstances, which are
not necessarily fully understandable when presented separately.
When we design a contextual conversation, we need to base it
on a statement, event, or idea, which can help us to understand
or clarify other messages.

As humans, our brain can understand various messages, coming
in different formats and with different levels of directness. From
a very early age, we learn to understand direct and indirect
commands or requests and, as we grow, we can "read" and reach
a conclusion about a specific situation based only on the partial
information we receive.
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Over time, we learn to understand explicit and, more
importantly, implicit sentences. We can derive data or understanding
tfrom previously obtained information, and we can also foresee
the different potential consequences arising from multiple
possible situations.

Being able to hold a contextual conversation is one of the
main differentiators between humans and automated solutions,
such as bots. Now, this is not to say that bots can't have
a contextual conversation, however, it is much more difficult
to achieve. As we broaden the coverage of a bot's domain,
there are a vast number of possible contexts that need to be
pre-configured. Here, we also see technologies such as Al, ML,
and DL playing a big part in achieving this.

Building contextual conversations: humans
versus bots

Let's look at a few examples of possible conversations, to compare
the interactions we have as humans to the ones we create for
our bots. To demonstrate the path of digitizing contextual
conversations, I chose the following three scenarios:

¢ Human agent-customer conversation (on the phone)
¢ Online (website) self-service research
¢ Chatbot/voicebot interaction

The context I chose for the conversation is a search for
a family trip to Disneyland. With today's regulations and liability
concerns, many human-agent interactions with customer service

staff or customer support call centers are fully scripted and it
actually feels like we are talking to a bot.
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In the following example, I gave the human agent some more
room for maneuver in their conversation with the customer and
included some more contextual elements, which should eventually
be achieved with an automated solution, to create a fully engaged
conversation.

Scenario 1: Looking for a trip to Disneyland:
human-human interaction.

In this case, the conversation is a phone call between a travel
agent and a customer. There is a big difference between whether
the customer is meeting face-to-face with the agent or talking
over the phone/email, but to try and make the example as close
as possible to web/bot interaction, I chose the phone (where we
lack parameters such as appearance and facial mimicry).

Sub-scenario breakdown:

¢ The travel agent doesn't know the customer/anonymized
interaction

¢ The travel agent knows the customer and has details
about his/her family, that is, can make more assumptions,
hence it is a personalized conversation

Scenario 1a — Anonymized interaction

Customer: Hi, my name is Laura. Have 1 reached the Disneyland
Travel Agency?

Agent: Hi Lanra, you sure have reached us. My name is Nadine
and 1 will be happy to help yon today and make your Disneyland trip as
magical as possible. When are you looking to travel? And how many days
will you stay? We have some great one-week packages.

Customer: We are a family of five and we are interested in the
three-day package.
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Agent: OK, so two parents and three children, for a three-day package.
And when did you say you were planning your vacation?

Customer: [une.

Agent: Perfect, I have a few options for you. Let me know what counld
work. best for you.

Scenario 1b — Personalized interaction
Customer: H7 Nadine, it's Lanra. How are you?

Agent: Oh, hi Lanra! How are you? I can't believe it's already that
time of the year! How are the kids doing? Excited for their annual Disney
magic? Is it going to be June again for your vacation this year?

Customer: Yes, time flies so fast! And it is June indeed. Do you have
some new packages to offer us?

Agent: Sure, let me see what we have for our 'one-week magical
package' this year.

I found a couple of great deals for you with some 'extras' for the kids,
now that they are a bit older. Let me know what conld work best for you.

Scenario 2a — Anonymized web browsing

Travel web browsing has made great improvements over the
years, providing us with great flexibility in terms of dates, locations,
and price ranges. We are exposed to a great deal of options, which
we can filter in order to find the best result. This is how it goes:

1. The customer uses a search engine on the web and ends
up at the-disneyland-travel-agency.magic.com

2. They use the search bar to provides dates, the number
of people, and in some cases some add-ons configuration
to receive the most relevant results

3. Multiple results are presented, based on the customer's sort
preference (cheapest, most popular, or other)
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4. The customer may be offered the best deals/additional
services based on their current search

%‘lExpedia' Actount > MYLisk My Trps Sipport %! Fapanoll Mok

Home Bundleand Save Hofels Cars Flights Cruises Thingsto Do Discover Vacation Rentals Deals Rewards Mobile Collections

X B X B = + = a fo)

Flights. Hotels Bundle and Save Cars Cruises Things to Do Vacation Rentals  Discover

Flight + Hotel  Flight + Hotel + Car  Flight + Car  Hatel + Car

Origin
City or airport

Destination
City or airport

Returning
mm/dd/y

_;( B | only need a hotel for part of my stay

Advanced options 2

By  Preferred class

—
Economy/Coach +

:. s Save up to $603
.. Book Flight + Hotel at the same time*

Figure 1: A typical travel search bar with required parameters
to optimize results (from www . expedia . com)

Scenario 2b — Personalized web browsing

1. The customer logs in to their account at the-disneyland-
travel-agency.magic.com.

2. Their preferences are known to the website and they are
offered some tailor-made recommendations based on their
recent purchases or searches. They are also offered the
option to continue their last search, which they failed to
complete on their previous visit.

3. They either continue their search or start a new one,
providing dates, the number of people, and in some cases

some add-ons configuration to receive the most relevant
results.
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4. A very large number of results are presented to the user,
based on the customet's sort preference (cheapest, most
popular, or other).

5. The customer is offered the best deals/additional services/
extra credits based on their account and profile details.

Note: With the use of web cookies, we can offer personalized
% content even to anonymous usets, so we don't necessatily require
login for personalization.
Scenario 3a — Anonymized bot interaction
Bot: Hi, I'm your Disneyland travel bot. How can I help you today?

Customer: We want to book a vacation to Disneyland.

Bot: Sure, I can help you with that. I just need you to provide me
with a few details: when do you plan to travel?

Customer: June.

Bot: How many adults?

Customer: Two.

Bot: How many children?

Customer: Three.

Bot: Are you looking for a one-day, three-day, or one-week package?
Customer: Three-day package.

Bot: I found the following three options: 1) XXX 2) XXX 3) XXX
Customer: Number three please.

**The bot completes the order/hands over to an agent.**
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Scenario 3b — Personalized bot interaction

Bot: Hi Laura, 1I'm your Disneyland travel bot. How can 1 help
you today?

Customer: I want to book a vacation to Disneyland.

Bot: Would you like to complete your previous order to Disneyland?
Customer: No, make a new one.

Bot: Sure, can you tell me when you plan to travel?

Customer: June.

Bot: How many adults?

Customer: Two.

Bot: How many children?

Customer: Three.

Bot: Are you looking for a one-day, two-day, or one-week package?
Customer: Three-day package.

Bot: I found the following three options: 1) XXX 2) XXX 3) XXX.
Customer: Number three.

*The bot completes the order/hands over to an agent.**

Note: Here as well, we can use web cookies and offer
personalized content even to anonymous users, so we don't
necessarily require login for personalization.

In the preceding example, we have included the matrix
of a personalized versus anonymized interaction, and tested
it on three channels:
¢ Human-human
¢ Human-web

¢ Human-bot
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The following comparison table includes the advantages
and disadvantages of the services as they are provided today:

Human-human | Human-web Human-bot
Availability Low-medium: High: High:
Based on the 24/7 24/7
business opening
hours/after-
hours services
and number
of agents
Scalability Low-medium: High: High:
Based on Can serve many |Can serve
number customers in many customers
of agents parallel in parallel
Conversational High: None-low: Medium-high:
Agent can make | Correspondence |Depending on
assumptions is highly the bot and its
based structured maturity. Mostly
on implicit and has to structured based
and explicit be very implicit |on the decision
parameters tree model.
Contextual Medium-high: Low-medium: Low:
Depending Based on given |Today, most
on the agent parameters, bots are still
as well as non-contextual,
cookies/account | however, they
registration can reach
a higher
level based on
cookies/ account
registration
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Engagement
level

Medium-high:

Depending
on the agent

Medium:

Depending on
prompts and
capabilities

to generate
additional
offerings based
on personal data

Medium-high

Complexity level

High:
Can deal

with most/
all use cases

Medium:

Depends on
the coverage
of use cases
and options.
The fallback

is to a human

Low-medium:

Depends on

the coverage

of use cases
and options.
Most complex
scenarios are not

agent. yet covered and
the fallback is
to the website/a
human agent.
Focus High: Medium: Medium-high:
The agent will | Web searches The bot acts
respond to the |can lead like an agent

customer's needs
based on the
interaction

to an "over-
data" exposure
situation. It
can be difficult
to navigate
through all the
information.

and responds
to the client's
direct request.
This helps to
reduce the
"noise" around
the search/
action.
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Cost High: Low: Low:
Increases Servers/ Servers/
as more agents | developers/ developers/
are needed designers bot designers
to respond (10-15 times
less than

a human agent)

Customert's Medium-high Medium-high Low
satisfaction rate

From the preceding table, we can see that the clear advantages
of digitized solutions over human-human interaction are scale,
availability, and costs. However, in terms of being able to hold
a contextual conversation, web and bots are still very limited.
We can conclude that with today's capabilities, human-human
interaction should be used for complex tasks, whereas web and
bot interactions make sense in more simple a, fast communication
instances.

Even when we compare the web to bots, with their current
capabilities, it is clear to see that the web is much more mature
and is therefore also trusted by businesses and clients to a larger
extent.
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Online self-service tasks have replaced human-human
interaction and the next step will be seeing conversational
solutions, such as voicebots and chatbots, replacing the web
and eliminating the need to search and browse for endless
information. After all, when using a bot, we create a focused,
narrow, and minimized approach, just as if we are talking
to a human agent.

How can a bot be better than a web search or
human interaction?

As mentioned, online self-service capabilities allow users
to interact with flexibility and scalability 24/7. Howevert, they tend
to lack the "personal” touch and the "natural" interaction we are
used to as humans, and they also overfeed us with information
and data. It is difficult to navigate through this huge amount
of data and there is a need to have someone/something filtering
the data for us.

Understanding that human agents are costly and non-scalable,
a bot's mission is to provide that human-touch interaction,
screening the data for us and then getting us to the right place.
However, a bot's experience today is rather scarce, being built on
a decision tree model, which can end up being very frustrating,
The sections that follow discuss the main differences between
low-capacity bots and high-contextual bots.
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Conversational structure

When we talk with a human, we can provide unstructured
information and expect the human to understand our request
and use the relevant parameters to provide us with the best
option. Going back to our Disneyland example, to complete
the purchase, we are required to fill in the following slots:

Number of people
Adults/children

¢
¢
¢ Number of days
¢

Dates

#people

« -

N Response
Spons

#adults

Figure 2: Data collection: structured versus unstructured conversation

In the human-human example, the customer outlined the
tollowing:

We are a family of five and we are interested in the three-day package.
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From this sentence, the agent can fill in three slots based on
this one question:

¢ Number of people: five
¢ Number of adults: two, and number of children: three

¢ Number of days: three

Missing data: dates.

In one follow-up question, the agent can fill in all the relevant
slots to come up with a recommendation for the customer.

m b o
1*' interaction

L o

2nd interaction m
[
]

Response

Figure 3: Data collection by a human: identifying the missing pieces
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It took the human travel agent two interactions to collect all
the data and provide a response. If we compare that with today's
most common bot interaction, which is based on a decision tree,
the bot is capable of collecting only one piece of information
for each slot at a time, so the interaction would look as follows:

Customer: We are a family of five and we are interested in the
three-day package.

Bot: How many people?

Customer: Five.

Bot: How many children?

Customer: Three.

Bot: How many adults?

Customer: Two.

Bot: When would you like to travel?

Customer: June.

Bot: How many days are you looking to spend at Disneyland?
Customer: Three.

Bot: Here are all the options I found...
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As a response, the bot either provides a list/WebView or
redirects to an agent.

1=tinteraction m

27 interaction #people

o

3rd interaction #adults

L

4th interaction
Sth interaction

g

6th interaction

+

ok

Response

Figure 4: Data collection by a bot: using a decision tree process can create
a poor experience
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It took the bot six interactions to fill in the missing slots,
in order to provide a list of options or, even worse, direct the
user to a human agent. In many cases, if we would also like
to ask for new dates, we would have to go through the entire
process again. To create a positive human-like interaction, we
should enable the user to talk and act freely, and make sure the
bot collects the missing data.

In this case, the user is saying, We are a family of five and we are
interested in the three-day package.

The bot should be able to fill in the relevant slots:

¢ Number of people: five
¢ Number of adults: two, and number of children: three

¢ Number of days: three

Then the bot should ask for the information for the missing
slot: dates.

Programming such an interaction can be more challenging and
requires an NLU engine that can deal with unstructured input
and output. The NLU engine must be capable of understanding
that the user is providing relevant data that fits certain slots.
Naturally, the more complex the conversation becomes, and the
more unstructured data is fed into the system, the more difficult
it is to create such a natural flow without making mistakes.
However, such behavior makes the interaction with the user more
engaging and focused. This is when the user is more encouraged
to use the bot, instead of leveraging an endless web search.
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The user is now free to provide the information they had
in mind and the bot can figure out the missing parts and ask
specific questions. We have reached a contextual conversation of
the highest possible level, equivalent to that of a person-person
interaction, but in a way that is much more scalable and available.

#people

+ #days

1% interaction

#adults

2nd interaction

Response

Figure 5: Data collection by a bot: automated contextual conversation in free flow

The bot as an intelligent assistant

One of the chatbot/voicebot's challenges is to provide the user
with the the most optimal result it can, based on the parameters
it was able to collect explicitly and implicitly. So, can a bot also
make recommendations? Can it filter the data for the user?
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Trying to provide a more human-like, conversational
interaction with a chatbot or voicebot also means being able
to filter the enormous amount of data that the user is used
to consuming from his/her web-browsing experience. A good
chatbot experience will not present us with an endless number
of results (obviously this is not even possible when we think
about a voicebot).

So, how can we filter 500 (or 5000!) options and give the user
the one or two options that fit them best? How can we make
sure our bot is advising users? The bot should not only collect
information and reply to automatically configured questions, but
should also come back with suggestions and recommendations
that are specific and accurate for the user. This is where the bot
becomes an intelligent assistant.

With the right level of NLU and a good level of understanding
of the user's intents, both implicitly and explicitly, our bot can
also help users to choose between several decisions and ultimately
make the best one on their behalf.

The case of robo-advisors and how
they impact the bot industry

The financial industry adopted the concept of robo-advisors
in 2000. Robo-advisors carried out manual tasks and automated
repetitive tasks on behalf of a person. Early robo-advisors were
computer softwares used by (human) wealth managers in the
financial industry. They served them by collecting information
from their clients about their financial situation and future goals,
and then using that data to offer advice and/or, eventually,
automatically invest their clients' assets. It was all about automating
processes, based on specific parameters, and coming up with the
best recommendations or decisions.
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With their consumerization, modern robo-advisors have
completely changed the way investments are made by delivering
the service straight to the consumer, eliminating the need to
go through a wealth manager to make investments. Almost
overnight, it was possible for everyone to handle their assets on
their own.

Today, it is common to see the interface of robo-advisors
as chatbots. Those intelligent assistants recommend certain
actions and make decisions for customers automatically. They can
also prompt users to take a certain action based on changing,
dynamic parameters.

Robo-advisors, with their chat interface, are successful thanks
to the exact same reasons we have outlined: they are less costly,
they are accessible 24/7, and they provide results that are at least
as good as those of a human wealth manager.

The concept of building an intelligent assistant, and not just
a bot that collects data, is the next level of bot complexity and
human-computer interaction. When building our bot, if we can
combine the computerized capabilities of collecting, categorizing,
and analyzing an enormous amount of data, together with
the human brain's capabilities of making smart, calculated
decisions based on that data, we can eventually turn a bot into
a "superhuman."

Text and toning

As we outlined earlier in the book, the bot's goal is to replace
human-human communication. The correspondence should be
on a human level, and we went through the required parameters
in this chapter as well as in previous ones.
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In the next chapter, we will talk about how bots act compared
to humans. What kind of "non-human" are they? What is their
unique persona and how can we make the user trust them?

Before we build their personality, we should also think about
how we can help our bots to understand not only the context
of a conversation, but also its psychology and tone. In what
emotional state is the user? Are they happy or angry? What
is their tone like, based only on their text or voice?

This is called emotional intelligence. 1t is by far a less advanced
tield compared to Al, but it is one of utmost importance,
especially for businesses who would like to make sure they
understand the emotional status of their clients when they
respond and interact with an automated solution. It can help
them to navigate negative situations but can also positively boost
sales.

Emotional intelligence versus Al-based
emotional intelligence

According to the online magazine Psychology Today, emotional
intelligence is the ability to identify and manage your own
emotions and the emotions of others.

This includes three skills:

¢ Emotional awareness: understanding your emotions
and the emotions of others

¢ Harnessing emotions: the ability to connect emotions
and apply them to tasks

¢ Managing emotions: the ability to regulate your own
emotions and to cheer up or calm down other people
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(https://www.psychologytoday.com/us/basics/

emotional- intelligence)

Al-based emotional intelligence is the attempt to develop
a human capability for the bot to act on and navigate through
the emotions of humans. With this in mind, the bot will be able
to identify and detect emotional states such as happiness, anger,
sadness, disgust, fear, and surprise.

After the bot detects the emotional context, it will respond
to the feelings appropriately during the conversation. Some of
today's Al-based emotional intelligence bots include the capability
to detect facial expressions using a video camera when the bot
corresponds with the other person on the other side. Voice
analysis can help a bot to understand whether a person is angry
or happy, but that can only be done by reading text or the user's
vocal responses.

In fact, if we prepare in advance for the different ways our
users may respond to us, there's a lot we can learn from them.
I recommend preparing for three main scenarios when you are
launching a bot, on top of the planned business logic of the bot:

¢+ DPositive responses: when the user is happy or satisfied
with the result

¢ Negative responses: when the user is unhappy with the
service they received

¢ Trolling: when the user is trying to "mess" with your bot

Positive responses

Positive responses from a user are great for us. We know that the
user is satisfied and we have successfully managed the interaction
automatically. We can take advantage of positive responses to
offer additional services or just reply nicely.
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Example:

User: Awesome, thanks.

Bot: You are welcome. Is there anything else I can belp you with today?
Or:

Bot: I'm so happy I could help you! Anything else 1 can assist
you with?

You should be prepared to respond to positive feedback
coming from the user with positive feedback. Think in advance
about all the different ways a user might thank you or appreciate
your response and provide alternate responses to keep the
communication positive.

False-positive responses

Relying only on text, however, can be tricky and it is recommended
that you take into consideration the conversation's context.
It is very difficult to understand sarcasm or a cynical comment just
from text, and without any unique voice-recognition capabilities,
this is also true for voice.

Here is an example that happened to one of my colleagues,
when a situation ended up going wrong: after unsuccessfully
corresponding with a bot on a rather simple issue, my colleague
gave up on the service and announced he was moving
to a different provider. The conversation went as follows:

User: Thank you so much, you really helped me get to a decision
to move to {other company name}.

Bot: You are welcome! Is there anything else I can help you with?
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It is obvious that a human would have understood
my colleague's intention much better, thanks to a couple
of parameters:

¢ A human agent would have been aware of the context
¢ A human agent would have understood the sarcasm

¢ A human agent would have been familiar with the company's
competitors

Having said that, I think that if this company had prepared
better for negative feedback, it could have detected this specific
sentence rather easily and transferred my colleague to a human
agent immediately.

Negative responses

Negative responses from a user are a huge asset, if we identify
them on time and can analyze and react to them correctly. I
would say that it is even more important to prepare yourself for
negative feedback than for positive feedback. A negative response
means that the user is unhappy with the bot's responses, but it
could also be that they are currently unhappy with the company's
services in general.

Here is an example that includes both scenarios in one:
User: My order didn't arrive.

Bot: Please provide me with your order number.

Usert: My order number is {xsxxox}.

Bot: I can't find this order. Is there anything else 1 can help you with?

[160]




Chapter 06

User: I didn't receive my order.

Bot: Please provide me with your order number.

User: My order number is {xsxxeox}.

Bot: I can't find this order. Is there anything else I can help youn with?
Use: You are not helping me!

Bot: I don't think 1 can help you with this. Is there anything else
I can help you...

This conversation can go on and on until the client gives
up. At this stage, the customer is unsatisfied because they 1)
didn't receive their delivery and 2) are not getting the customer
support they are looking for. The system should have analyzed
the situation better by firstly detecting that the interaction with
the client was in regard to a negative experience — an order that
hadn't arrived — and been more sensitive to the client's emotional
situation.

As a next step, the system should have identified that the
bot wasn't able to provide the (angry/disappointed) user with
a reply and should have seen if it could direct them to a human
agent, or at least collected their contact details and offered
for someone to call them back. In this scenario, as in the false-
positive scenario, contextual conversation is highly important and
its absence can cause lots of damage to the business.

Try to build your intents to include all possible scenarios
of negative feedback, so that you can handle them correctly.
Be prepared for the worse: people often use harsh words when
they are unhappy.
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Trolling

For some reason, people try to troll bots very often. This means
that they deliberately and proactively try to offend them. Whether
this is done to prove the other party is a bot, or to demonstrate
that the bot is not smart, is of little importance. While it might
take some effort on your side, I think that being prepared
for trolling can bring back the uset's trust and enthusiasm for
your bot.

Example 1:

User: Are you a bot?

Bot: Yes, I am.

User: You are stupid.

Bot: I'm actually pretty smart. What about you?

When people try to identify whether the bot is a bot, they
might ask some common questions:

Example 2:
User: How much is 5+57

Bot: I#'s 10 of course, however, math is not my specialty. Can I help
you with {the service the bots can help with}?

With a simple function that can calculate, and a sophisticated
comment, you can bring back the user's trust and guide them
back to a positive interaction.
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If you are using an analytics solution that gives you an
insight into what people are asking, take advantage of it to
learn how they praise your bot, confront it, or question it.
Understanding emotions 1s very difficult for us humans and it
is even more so for computers. However, by monitoring and
analyzing conversations, there's a lot we can learn and improve
for subsequent conversations. Your bot will continue to evolve
and expand its capabilities and a big part of that will be its
emotional intelligence competences.

Summary

Making bots seem more human is the ultimate goal when trying
to create them. With the goal of making them equivalent to
humans, or for them to even replace humans for some of our
daily tasks, expectations are high, which inevitably leads to some
great disappointments. However, as we re-approach this new
paradigm, we can understand that a lot can be achieved, even
if with tiny steps.

In this chapter, we touched upon a bot's humanization process

and its two necessities:

¢ Contextual interaction
¢+ Emotional intelligence
Although not an easy task, building a bot while combining

the two will ensure a successful experience for our users and
a great learning experience for us, as the bot's owners.
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Understanding contextuality is tough work even for humans,
however, it is the key to creating a meaningful automated solution
that can be expanded to even more use cases and opportunities.
A bot that isn't capable of analyzing context will not survive long
and will end up causing more damage than good to the business.

Emotional intelligence is yet another challenging area for
humans, especially in today's digitized world. However, here we
are expecting our bots and computers to understand emotions,
react to them and manage them in the most humanizing way.
Al-based emotional intelligence research is in its early days, but
it will become very dominant in the next couple of years, as we
continue our search to create humanized bots.

Although we use the terms "understand" and "feel" for bots,
we clearly know that we are still in the teaching phase and very
little, if any, self-teaching is done by today's computers and bots.
However, as I've shown in the examples, there are multiple ways
to prepare for different scenarios and, more importantly, to learn
from past interactions in order to improve future ones.

Building your chatbot or voicebot is an ongoing process. It is
a learning cycle in which both you and your bot will become
smarter and more capable. Use all the methods that are available
today on the market to help your bot to scale and grow, and
remember technology moves fast — move with it
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BUILDING
PERSONALITIES
- YOUR BOT CAN
BE A BETTER HUMAN

In the previous chapter, we talked about how to make your bot
seem more human: how it can better understand your customers,
read between the lines, and hold a contextual conversation, which
is more than only a request and a response flow.

In this chapter, we will talk about the importance of the
personality of your bot, how to choose it, and what it should
reflect when it's interacting with your clients.

Personification of computers
Personification is defined by Oxford Dictionaries as follows:

The attribution of a personal nature or human characteristics to something
nonhuman, or the representation of an abstract quality in human
‘ﬁww Gmtps://en.oxforddictionaries.com/definition/

personification}
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Building Personalities — Your Bot Can Be a Better Human

We are not new to the personification of computers. Attempts
to create personalities for computers, with the goal of attributing
them with human characteristics, go way back to Ha/ 9000 from
2001: A Space Odyssey (as mentioned in Chapter 1, Conversational
UI is our Future), R2-D2 and C-3PO from Star Wars, and Pixar's

WALIL-E. Other more tragic robots include the Terminator
ot Edward trom Edward Scissorhands.

Figure 1: Hal 9000 (https://www.imdb.com/title/tt0062622/
videoplayer/vil1l43322137)

Figure 2: WALL-E; C-3PO and R2-D2 (image credit: http://300-heroes.wikia.
com/wiki/Wall-E; https://www.shutterstock.com/g/paulguzzo)
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These fictional robots were all given specific personalities and
human characteristics, and, combined with their unique computer
capabilities, a special persona was created. A persona is the
aspect of someone's character that is presented to or perceived
by others. The Latin term originated in the early 20th century
and literally means a mask or a character played by an actor. In
this case, the actors are the robots and they are given a mask
or a unique character to present to us — the crowd.

According to Liraz Margalit, Ph.D., an analyst of online
consumer behavior, when people interact with chatbots, their
brain is led to believe that they are chatting with another
human being. The reason is that bots create "a false mental
perception of the interaction, encouraging the user to ascribe
to the bot other human-like features they do not possess"
(https://www.psychologytoday.com/us/blog/behind-
online-behavior/201607/the-psychology-chatbots).

Whether you like it or not, your bot will be given a personality
by your users, so you better design the personality you wish to
give your bot to avoid that happening. The bot's personality
is everything that your business or brand represents. It's the
icon you choose for it, the language you give it, the voice
it uses, and its style. Avoiding giving your bot a personality
can "kill" your bot. Remember, your bot is replacing human-
human interaction. Would you put a lifeless agent on the phone
or in your store to welcome your clients?

Building personas

Beyond programming, Al development, and other technical
concerns, drafting your bot's personality is by far one of the
most difficult tasks when creating a good bot. Here are a few tips
and ideas that you should take into consideration when "giving
birth" to your bot.
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Building Personalities — Your Bot Can Be a Better Human

Who can build it?

More specifically, who builds your bot's personality? We already
talked about the different stakeholders of bot building. While

the developers and programmers can figure out all the technical

aspects, a different group of people can eventually design your
bot's personality. They must understand the importance of
personalities and be able to identify and connect the organization's
users with the bot's persona. They should be able to understand
the sfory behind the customer interaction and combine the right
set of characteristics into one or more types of bot.

I call these people "masters of communications,”" but they are
known as voice designers/creative writers. They can build a whole
world from micro pieces of interactions that are represented as
short messages, such as texting or short voice responses. Such
people usually have a background in marketing. They know how
to analyze different personas and how to build an interaction
within limited spaces.

What's your bot's job description?

Have you ever written a job description? When we write a job
description, we take into consideration multiple factors, including:

¢ Years of experience: Is it a beginner's job or are a certain
number of years of experience required to best perform
the daily tasks?

¢ Level/years of education: Should that person have a specific
educational background? Is a high school diploma sufficient
or should that person have a specific university degree?

¢ What are the personality characteristics we are looking for?
Does the job require him/her to be tidy and organized,
or maybe more creative and aspiring? Should they be

friendly or rather serious and professional?
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We basically have in mind a person who we think could
perform the job in the best way, based on the requirements that
we attach to the job. This is the same with your bot. First, think,
if your bot was a person, who would it be? How would you
like them to talk with your clients? What characteristics would
they have?

By building a job description for your bot, you are also
narrowing down its tasks and specialties. While we like to think we
can build a "super-bot" that knows everything about everything,
when we build a bot, just like when we recruit a person, that
person — or bot — should have unique expertise. If a bot's goal
is to provide you with fashion recommendations, then you can't
really expect it to also help you with your annual tax filing.

The better your bot represents its job description, the better
experience it will provide for its users, and the more it will be
used. A major consideration for your bot's job description is also
based on who its clients are.

Who are your bot's clients?

Your bot's clients are your clients. You know who they are, you
know their personas, and you have hired people before to interact
with them. Understanding your customers' personalities is crucial
to building your bot's personality. Try to ask yourself:

1. Are you serving professional or leisure users? For example,
are they looking for legal or romantic advice?

2. What is the age range of your users? Are they baby
boomers or millennials?
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3. What is the gender of your users? Are they young moms
looking for breastfeeding consultations or men looking for
advice on dating?

4. What is their geographic spread: where are they located in
the world? Are they large-city users or small-town users?

5. What languages do they talk? Should your bot be

multilingual?

6. What is the form of language they use?

Do they write/interact in a formal or informal way?
Do they use abbreviations or emojis?

Do they prefer to interact using voice or text?

When you design a character that is a true match for your
customer or customers (there will definitely be more than just
one persona of your typical client), you must think how it will
interact with a human — and what their expectations are — and
then build that personality and those capabilities into your bot.

The best way to understand an interaction is to have a real
person interacting with your clients within the scope of your
bot's job description. Many companies use live-chat solutions and,
by analyzing the conversations, you can learn a lot, both about
your users' expectations, as well as how your agents respond. If
this is not possible, try to mimic a dialogue that could potentially
emerge between your clients and the bot and build a comparison
of how your bot reacted versus how a person would. Have
someone from outside of your development group interact with
your bot and follow their conversation. You should focus on:
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¢ The uset's understanding of the bot's purpose: Does the
user understand what the bot can help them with? Are

the questions they ask aligned with the use cases you have
built?

¢ The uset's learning curve: How long does it take for the
user to understand the scope of the bot?

¢ The bot's responses: The accuracy level of the responses.
How well does the bot understand the request and how
well does it provide the most accurate response?

¢ The bot's level of understanding when it can't help or
when there is a problem: What are the responses to such
a situation? Can the bot hand the conversation over to
a real person? Can the bot instruct the user to ask the
question differently? Can it identify at all that it can't help?

As we mentioned earlier, building a bot is an ongoing
process. Once you put your bot out there, monitor your target
audience and their requests. Maybe you missed someone when
you identified your users' personalities, so make the relevant
adjustments. Like any other development life cycle, your bot's
personality will continue to grow and change with your clients.

Building your bot's personality

Once you have figured out your bot's job description and its target
audience, you can start building its personality. The personality
of your bot starts from its gender (if it has one at all), its voice
and tone, its look, and of course its language and style.

[173]




Building Personalities — Your Bot Can Be a Better Human

Gender

It is questionable whether a bot should have a gender. If we

agree that our bot is not presenting itself as a "real human,"
but rather declares that it is a bot - so basically a machine - from
the very beginning of its interactions, then why should it have
a gender?

I think there are multiple reasons for giving our bot a gender.
First and foremost, and as claimed previously, just because we
didn't give it a gender, it doesn't mean that it doesn't have
one in the eyes of our users. As humans, we tend to use our
imagination to build a description of the person we talk to on
the other side. We base it on a person's voice, when we talk on
the phone, or on their language and profession alism when we
receive an email. An interaction with another person invokes
us with the need to describe to ourselves who we "see" on the
other side. A big part of this is also built on our expectations:
who we expect to see on the other side, which goes back to the
job description requirements. If we know our target audience,
we know who they expect to see on the other side — so why
not build that persona in the first place?

Another reason is trust. The gender transparency of a bot can
also create trust among users. Continuing the preceding example,
a young mom looking for breastfeeding advice may appreciate it
coming from a "female" figure, rather than a "male" one. In this
case, it is very easy to put it to the test and, after all, if this
young mom had gone to a breastfeeding counsellor in person, the
chances are that she would have ended up talking to a woman.
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In many cases, it's not always clear what the bot's gender
should be, so it is recommended to run some A/B testing and
see the reaction and success rate of different gender bots. For
example, if I interact with an investment adviser, should my
bot be a male or female figure? This could even differ between
users, age groups, and geographies. On the one hand, I would
recommend using the gender figure that your users would expect
to see if they met them in your store or branch. On the other
hand, maybe this is a good time to break some biases (I'm not
going to elaborate more on that but would recommend you give
it some thought when building your bot).

wil T-Mobile Wi-Fi = 230 PM & 1000 - wll T-Maobile Wi-Fi = 2:34 PM % 100% W o1 T-Mobile Wi-Fi = 2:30 PM 3 100% -
< Discover DiY-Crafts-HandMade ;otl < Diseaiver Handmaid Cleaning ! ;\;_EI" < Discoviet Eat Clean Bot /,_‘
'l @A AT ann |H ~
; ‘ Srimpa st 4C M,  Eat Clean Bot

y DIY-Crafts-HandMade 4
y 6K people like this = 2K people lixe this
- 3 F

s

Hi Rachel! I'm Eat Clean Bot,
here to give you healthy and
simple recipes to live a better

Bot' s @ \‘}w
Hi Rachel nice to meet you! ‘ life! |

& B welcome to the DIY

Whether you need inspiration
for home decor, fashion
projects, kid-friendly activities
or DIY food, we've included a

Rachel! If you @ ALL

things CLEANING as
much as | do... you found an

Eating clean means eating
non-processed, "whole"

foods (/) and avoiding

couple in every category.

Start Over My Deals il

= Menu Co you like our chatbot? Menu

Share this chatbot SHARE with FRIENDS! Create a bot on Chatfuel

Figure 3: DIY-Crafts -Handmade: very female, using a housewife-type icon and emojis.
This bot's looks and personality are definitely aimed at women; Handmaid
Cleaning: very female-oriented - bias?; Eat Clean Bot: a non-gender bot (eggplant chef)
that uses green, positive colors and a happy eggplant figure that symbolizes healthy
food with a chef's hat. It is likely aimed at all genders.
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Look and feel

Gender is only one component of the bot's look and feel.
Whether it's a "man," a "woman," or something else (a robot

or maybe an animal), your bot's personality can be reflected
in so many ways through its color; accessories; clothing; hair
color and style; eye shape, color and size; the existence or non-
existence of wrinkles; and even facial expressions. What is it that
you would like your bot to represent and how can it gain your
users' trust with its appearance?

All those questions are easy (or at least easier) to answer
once you have built your average customer's description and
have analyzed the purpose of the bot. If there is more than one
answer, put it to the test. For example, the Western Union bot
has no gender, being represented by a very serious and trusty-
looking logo, along with the use of positive pictures, as well as
very thought-out language. The only problem is that, it failed to
understand any request that wasn't part of the visual menu and
repeatedly said, "I'm sorry, I don't understand." This of course
has nothing to do with the bot’s persona, but it’s clear that just
building a good persona is not enough.
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Figure 4: The Western Union bot has no gender

Voice and style
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{ Discover o3

Western Union @
7.9M people like this including Lilo Gili
and 21 friends

Hi Rachel - I'm the WU Bot.

I'm here to help you move
money for the important
things in your life.

./_

Send money
Find agent location

More

How does your bot "talk"? When I refer to the bot's voice,
I refer to more than just its linguistic definition. Even a chatbot

has a voice. A voice is the s#y/e and #one of the bot's conversation.
It's the specific words that the bot uses when "talking" to the
user. It's the small nuances, the emojis, the abbreviations, and

even the energy it responds to the user with. These are all part

of your brand's personality and they should be part of your

bot's personality as well.
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If your bot provides medical advice, it will use a formal style
of interaction. It will have a relaxing and trustworthy tone and it
should sound knowledgeable. It can even include links to other
resources for further reading. However, if the purpose of your
bot is to check whether your classmate likes you or not, or the
chances of you marrying a famous actot, then your bot's voice
should represent a teen-spirit attitude, with a friendly or even
childish style. It may include emojis and funny GIFs to fit the
mood.

By successfully identifying your users and use cases, you will
probably succeed in giving your bot the right voice and tone too.
Here, as well, the user must trust the bot and that it "knows"
what to do. It must "speak" with the user in their language and
style, and it should "talk" to him/her on their level. With every
sentence you build into your bot's persona, you should ask
yourself: Would the person behind my bot really say that? Is that
the way they would phrase the sentence? Could they have said
it differently or better?

Small talk = big success

We talked about narrowing down the field of expertise of the
bot to help it to focus on specific use cases that it can be helpful
with, however, chatter capabilities or small talk are a great way
to break the ice and show your users that you understand them.
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Small talk or chatter can either be related to the bot's scope
or on general topics. In many cases, people "try" the bot to
see how "human" it is. Small talk can also be a good response
to an unidentified question. It's not a huge investment of time
for you and it can make a huge difference. If you are using a tool
that helps you to track the interactions, you can also see what
people are actually saying and continue to build that database.

Chatter questions include questions such as:
How are you?
Who are you?
Are you a bot?
Are you married?
Who do you work for?
Who pays you?
What do you like to do/eat/ drink?
Do you have a boyfriend?
Do you like me?
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Chatter responses are usually funny. They can also be
informative, for example, the bot could answer, I work for the
NBA, but it could also add a wink emoji and say, I'» not getting
paid so well. Such a response is much better than saying, I didn't
get that.
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Figure 5: The NBA bot has no gender or personality and offers a limited experience
when responding to questions that it would make sense to have an answer to, as well
as to chatter questions. Those questions could have been easily answered with clever

responses or funny ones. It feels like a real missed opportunity.
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Figure 6: Kia Motors America bot: It has a robot icon and personality, which is good for
providing general information but also for chatter discussions. The bot provides clever
responses and has an understanding that I might need to talk to a real person, giving me
information on how to do that; Golden State Warriors bot: It has a warrior icon, but no
visual personality. The bot gives a nice response to the common test question .4re yox real?
by sending a winking emoji icon. This is definitely a good icebreaker.
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Figure 7: The Golden State Warriors bot reacts to me saying,
"It's my birthday" by sending Warrior-colored hearts - priceless!

Building multiple personas

We have mentioned the possibility that your bot is serving more
than just one target audience. In many cases, you can't identify
your users, but in cases where you can, it can be useful to
assign different bots to different users. Why is this necessary?
While the general business logic of the bot may not change, the
conversational flow and the content or information provided may
differ to the extreme.
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Let's take, for example, a banking bot. It is clear that an
interaction with a millennial will be different compared to an
interaction with a retiree. Their topics of interest will be different
since they have different needs and different prospects. This is
why what the bot offers should also diverge. Also, the way that
they interact, their voice and style, and choice of wording will
be different. A human agent would be able to identify those
differences immediately and react to them accordingly, and so
should your bot.

While it makes everything a bit more complicated, being able
to provide different bot personas for different users is a key
factor in your bot's success, if you are providing services for
a variety of customer types.

Methodologies for building your bot's personas

If you have some experience as a marketer, you probably
know all that there is to know about how to build your customet's
persona, and why it is so important. The goal is, of course,
to know and understand your clients better, so that you can sell
to them or serve them better. There are various methods for
building a customer persona while collecting general information
on the user, including geography, age, and profession, as well
as more specific data that is related to the business itself. For
example, if we were a big publisher, we would like to know
whether our users are more interested in finance or fashion, to
know where to invest our efforts.
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Building a bot's persona is very similar, but with some
differences. Austin Beer, a leader in UX design, developed a "Bot
Persona Toolkit," which helps teams to create the personality of
any bot they build. According to Beer, the fact that a group of
people is gathered to build the persona and the bot, and not a
single person, is the main difference between the classic customer
persona and the bot's:

By wusing more collaborative and human-centric methods in
our {bot R.B} design process, we are better able to create
more empathetic experiences for our users (in other words,
humans).

—Austin Beer

As part of the process, a group of people is required
to answer five questions that will eventually shape the personality

of the bot:
My name is...
My goal is...
I do...
I think...
I feel...
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DO \ THINK

FEEL

Figure 8: "The Bot Persona Toolkit" by Austin Beer

Using a similar method, Ari Zilnik, a UX designer, shared
how he and his team built the personality of Emojibot, the
host of Emoji Salad, a texting-based Pictionary-style game that
uses emojis. Zilnik mentioned that they chose to give their
bot the personality characteristics of celebrities and fictional
figures. Working as a team, they were then able to find common
characteristics that the different figures shared and connect them
to the bot's personality on different scales.
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Another interesting tool that can help you build the personality
of your bot is actually a tool that was built to help humans
to understand and identify their own personality's strengths
(https://www.lépersonalities.com/). By answering a set
of questions (it takes a around 10 minutes to complete), you
get the results of your "personality test," stating what "type"
of a person you are and a a more in-depth look at different
scales of characteristics. I find this tool interesting to quickly
test your bot's personality affer you and your team have jointly
built it based on the preceding requirements. You may find out
at the end that your bot is not as compassionate as you hoped
it would be!
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Figure 9: From 16 personalities, you can find out your bot's strengths
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Summary

Our personality is what makes us unique as humans, so it only
makes sense that when we try to mimic human-human interaction,
we try to attach a unique personality to a bot. After overcoming
some of the technical barriers of building bots, creating their
personalities is probably one of the biggest challenges, and we
are going to see very interesting developments in this space.

Building a bot's personality is a multifaceted process that
includes many factors and parameters, such as the look and feel
of the bot, language, style, tone, and voice. It requires us to
start by identifying our clients' personas — their language, their
age range, their style, and so on — in order to match them with
the best "agent." We can end up with a serious, trusted bot,
or a funny, silly one. In each case, the bot has to speak its users'
"language."

Where possible, it is even recommended to create multiple
personas for a bot, if you know in advance that you are targeting
more than one type of person/client.

Looking at successful use cases, we can see that the process of
building a bot's personality is performed better by a team, where
each participant outlines their expectations and interpretation of
the bot's goals and capabilities, and when brought together, a
multifaceted automatic "agent" is born.

We also understand that bots are not (yet) human, but can be
slightly better than a human in specific use cases, where we have
narrowed down the fields of expertise. Your bot can grow and
evolve, and you can help it to learn based on experiments and
customers' real-time interactions. As noted pretty often in this
book, building a bot is not a one-time process. It is a process
of trial and error, and an ongoing learning cycle.
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Lastly, as we learn the best ways to build our bot's personality,
remember that we can all have some fun in the process. Give
your bot a unique or funny angle, and help it to break the ice
with your users, or at least put a smile on their face.

In the next chapter, we will dig into vertical-specific bots.
We will discuss finance bots and travel bots, and look into
their similarities and differences. Then, we will focus on a few
examples and see what we can learn.
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A VIEW INTO
VERTICAL-SPECIFIC
BOTS — FINANCIAL

INSTITUTIONS

In previous chapters, we discussed the technology limitations
and the lack of use of Al in creating "smart bots." While,
on the one hand, many platforms today offer an easy and
seamless bot-builder process, on the other hand, that same
ease of development has introduced us to a huge number of
low-functioning bots, which are no different than a simple web
form or, a website's navigation tool.

We have learnt by now that bots are not necessarily cognitive
and don't always involve Al in their processing, however,
it is clear that this is where technology is heading. The possibility
of learning from a user's behaviors and needs, and then reacting
to and reimplementing those findings for other use cases
is a crucial step in the evolution of bots. This is already being
done today, to a certain extent, in some of the bots that we
have explored in this book, however, as we have noticed, those
processes are very siloed and vertical-oriented.
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How can we expand this? How can we create a "mega brain"
that will be able to correlate between different use cases, from
various aspects? In the next two chapters, we will explore the
question of bots' vertical functionality.

I chose to focus on two very interesting verticals: finance and
travel, and in this chapter, we will see how some of the leading
brands and institutions in these verticals have designed their
solutions. While not necessarily different from other industries,
the financial institution industry contains good, successful

examples, following most of the best practices described in this
book.

Before we dive deeper into the verticals-focused analysis,
I want to discuss and question the need to build vertical-focused
solutions. Does a bot's functionality truly differ from one vertical
to another? Are there similarities that can be leveraged cross-
vertical?

Can a banking bot become a travel bot?

I believe it can and will in the future. The concept of personal
assistants, such as Siri and Alexa, will expand to allow cross-
application interactions and recommendations. This is a highly
complicated task, but by leveraging data, and with the right
classifications using Al, this could be achieved.

In the meanwhile, we can leverage cross-bot and cross-vertical
learning, mostly when approaching common use cases. Some of
our banking use cases are similar to our travel/flight bot use
cases and even insurance use cases or enterprise internal use
cases, such as ticketing systems. For example, checking on the
status of <ufem>.

For the banking use case, it could be:
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What is the status of my loan application?

For the travel bot or flight status bot, it could be:

What is the status of my hotel reservation/ flight?

For the enterprise ticketing or insurance use case, it could be:
What is the status of my ticket/my claim?

While the use cases are fairly different, the same form
of interaction with the end user is required to create a successful
conversation, assuming again that bots are replacing/imitating
human behavior.

This is relevant for:

¢ The collection of samples (utterances) that are needed
to support the NLU engine of the bot:

What is the status of my <item>?
What's the condition of my <item>?

Is there an update on the <item>'s status?

¢ The conversational flow itself. In the preceding example,
in all use cases the bot's reply should probably be a form
of asking for additional information, such as:

Can you please provide me with the number of your loan application/
hotel reservation/ flight/ ticket?

Other cross-vertical examples are password resetting and the
cancellation of items. In the end, the response itself will be
connected to the relevant API, which will extract the dynamic
information for the user. When building the conversational flow,
a lot can be learned from comparing one use case to another,
and many of the improvements you make to a bot for a certain
use case can be relevant to others.
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For example, resetting your university user password
is no different to resetting your online banking password —
they only call at the back to different APIs, which require
different information. The conversational flow remains the same,
as in both cases the user will say, "I want to reset my password,"
or "I lost my password."

Financial institutions — use cases,
implementation, and examples

Financial institutions are usually slow to adapt to new technologies
due to security concerns, long decision-making processes, and,
in many cases, a lack of knowledge and know-how. Often, by
the time they adapt a new technology, it's no longer new or the
implementation is so scarce that the solution remains useless.
However, I chose to address the financial institution industry in
this book, since I believe that conversational applications and
conversational Ul can be established more quickly in financial
institutions (more quickly than other digital revolutions in the
past), helping them and their customers to interact better. To
understand this unique trend, there are three questions we need
to ask: why, where, and what?

Why?
Banks are not new to voice. Phone banking and IVR systems
have been an integral part of our banking experience for at
least a decade. However, frustrating experiences with those very
expensive solutions may have done more harm than good.

Seeking to improve their customer interactions, banks and other
financial institutions welcome other methods of conversational
communication. A solution that offers users a way to talk or text
freely when they interact with a machine can be very charming
for the bank and its users.
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Whetre?

Everywhere: Financial institutions engage with their clients via
combined online and offline endpoints. New conversational
technologies offer them additional paths to connect with their
clients via chat and voice, from Amazon Alexa, Google Home,
chatbots and texting, even to an improved conversational phone
experience.

What?

Financial institution use cases continue to grow and expand.
Very similar to mobile, they started with non-personalized data,
such as opening hours and address searches. However, lately, we
have seen more and more financial institutions looking to take
conversational interaction to the next level.

By offering access to our own data, chatbots and voicebots
now provide financial information and advice, from checking
on our account balance, to tracking our spending, and even
completing a bill payment or money transfer. As a result, banks
make themselves available to their users 24/7, with a very low
overhead.

It is not only the customer support and self-service functions
that are transitioning: it is also marketing and sales. This includes
loan applications and new account generation, which are available
to the user and actively encourage a conversation.

Financial institution chatbots

It was the large financial institutions that started and led the
trend. They were then followed by some of the smaller ones.
Some have created a framework and some have incorporated
their conversational experiences into existing platforms.
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Bank of America

Erica is an in-app chat and voicebot that provides Bank of
America's members with information on their account balances
and transactions, but also offers the capability to transfer money

and pay bills. It is expected to provide financial recommendations
using more Al capabilities as it continues to grow.

Erica was in development for almost 12 months and the team
included more than 100 developers and designers. It is currently
not available on third-party devices, such as Amazon Alexa or
Google Home, or through texting, and it supports only English.

The adoption among the bank's users was amazing: in less
than three months, one million members were already taking
advantage of the virtual assistant on the app, according to the
bank's officials. The reasons were that it:

¢ Fulfilled a need

¢ Used a good conversational design

Erica's personality and its connection to the bank are strongly
presented in its name amERICA, as a shorter version of America,
' as it is represented
by the bank's logo and the entire interface continues the brand's
overall offline and online design pattern. As discussed in previous

with a feminine connection. It has no "face,'

chapters, this may have an influence on the way that people trust
and connect with the bot.
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Hi there!

I'm Erica, your virtual
financial assistant.

Lets Get Started

|

¥au Fava 51200 inyour chacking.
Can yo F100 to Tom for dinnar?

v, yourd Eke to sand $100 to Tem
to b dalivered today |s that carrect?

$100 has been sent o Tom
Trarm your checking acoount.

Figure 1: Erica, Bank of America's bot

The conversational interface offers a short, focused interaction

between the end user and the virtual banker. The scope of

interaction (number of use cases) is broad and includes general

questions, as well as account-related information. Using Al, Erica

is able to provide financial advice and therefore can become more

active in the uset's banking experience and account management.

Interactions are quick and short and is fulfill the need for

immediate, accessible banking advice.

The bot's persona is lacking visuality and this might

be something that will change over time, especially as

other companies adopt a unique figure that the end user can

connect with.
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Wells Fargo

The Wells Fargo banking assistant originally leveraged the FB
Messenger platform to interact with its clients. It offered account
balance data, transaction insights, and other general services.

Similar to Erica, Wells Fargo kept its assistant's persona
very natural, simply leveraging the Wells Fargo logo as an icon.
In this case, the name that was given to it, Wells Fargo Banking
Assistant, represented its functionality and not a unique figure.

wenee ATET 4G 112 PM o f 65% LE
< WellsFargoBankingAssistant

How much do | have

Here's what | found. You
have $616.28 and owe
@; $3.95. Want to see more?

Here's what | found. You
have:

$616.28 available in your
testwallet10! (9056)

You owe:
Mo balance due on your VISA
SIGNATURE CARD (6308)
Mo balance due on your
PROPEL 365 AMERICAN
EXPRESS(R) CARD (1184)
£3.95 on your VISA

@3 SIGNATURE CARD (5227)

L+ I

Figure 2: The Wells Fargo FB Messenger bot - a strategy change
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The Wells Fargo FB bot no longer exists. In a message reply
sent to me a few hours after I tried to access it, I was informed
that, due to security reasons, account information is no longer
available on social media (probably due to the latest FB data
scandal).

il T-Mobile Wi-Fi = 6:59 PM £ 19% 0 ]

o Wells Fargo >
{ Discover o {c%

Hello, Rachel. Unfortunately,
we are unable to give account
information through social
media for security purposes.
If you need more information
regarding text banking
features, please visit http://
on.wf.com/6182Dcdde. You
can also give us a call at
1-800-869-3557 to speak
with a banker. Thanks. ~Chris

WELLSE
FARGO

Text Banking - Bank with Text
Messages - Wells Fargo

Text banking services from Wells
Fargo. Learn more about text

message banking.
® - o
Ao N
© 6 8 ©

Figure 3: Wells Fargo shifting its banking conversational
strategy to other channels outside of FB

The bank does offer a texting solution as a conversational
experience. This texting bot, however, includes no branding
or personality and it requires pre-registration on the bank's
website or via mobile.

[197]



A View into Vertical-Specific Bots — Financial Institutions

As part of the pre-registration, only specific pre-defined
options are enabled and the user is asked to use code-
based commands, instead of free-speech conversational UX
(see the following screenshot):

wil T-Mobile Wi-Fi = 7:05 PM 3 16% 1

[/T\]
< - iy ®

935-57

Invalid command. Try BAL ALL,
BAL, ACT, LAS, DUE, TRA,
HELP, or STOP. For menu
selection, enter item number
(ex: 2). Text COM for a full list
of commands.

O A) o

QWERTYU I OFP
A°'SDFGHJ KL
4 Z X CVBNM &

123 @ ¢ space return

Figure 4: The Wells Fargo texting solution - can we go back to that?

UI and UX best practices
Looking at some the industry leaders in the financial vertical,
we can learn from and mimic some best practices. I've picked a
tew of those in the following sections.
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Wells Fargo

Not many best practices are to be found in the Wells Fargo
example, but we have the possibility of learning from its mistakes.

Wells Fargo, as opposed to Bank of America, chose to enable
its bot interaction via FB Messenger, which, as mentioned, may
have been the wrong decision due to security reasons. While the
FB bot originally had all the relevant functionalities of a virtual
banker, its functionality and scope were limited to non-personal
data, and the bot is not accessible at all now.

I do expect to see Wells Fargo adopting its own chatbot
strategy very soon (within its app/website) in a secure and
safe environment for its clients. For now, conversational
interactions, in their modern form, are not available for Wells
Fargo clients. This is also a reason to make the effort to work
multi-channel and not put all of your eggs in one single basket.

Capital One

Eno ("one" spelt backwards) is a texting solution that allows
customers to receive information on their accounts, as well as pay
their credit card bill. Different from the other examples, Eno is
gender-neutral and has a different persona to the classic Capital
One branding. It carries the same colors on the app.

Eno's persona is much more casual and light. It responds
to emojis and abbreviations and it feels as if it is targeting
a millennial user experience. Capital One also insisted on
providing Eno outside of the app, to avoid forcing its clients to
download the app in order to leverage their intelligent assistant
capabilities. This represents a shift from mobile to conversational.
In many ways, this makes total sense, offering the user another
communication path outside the mobile app?
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Capital One uses a texting platform to bring a new wave
of conversational experience to its users. Together with its broad
functionality, I would conclude that this is definitely today's most
advanced financial institution chat experience.

Eno was introduced to the public after Capital One's Alexa
skill (on which I will elaborate in the following section).

Figure 5: Eno is one very good example to learn
from - it feels like chatting with a person
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It is clear that Eno's designers have put a lot of effort into
building its character, which has led to the "birth" of a non-
gender — but still very human — bot offering a unique customer
experience. The bot offers a great combination of meaningful
and broad functionality, together with a multi-faceted personality
that is very easy and intriguing to connect with.

Capital One was the first to invest in voice conversational UI,
which I believe had a lot of influence on its chat conversational
UI. Being able to design a visual-free conversation challenges
voice designers to create a much more complex and flawless
communication. Conversation is focused and short, but it has
the ability to react to many branches when needed.

Other financial institution chatbots, which include mostly
general queries and customer support, are the Swedish bank
SEB's assistant Aida, the Hong Kong HSBC assistant Amy, and
some others. Interestingly enough, they all have women's names
and in the latter examples, they also have a feminine appearance
(see the following screenshots). The reason for this is gender
stereotypes. We are used to having women as assistants and
tormal welcoming figures.
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Here, as well, we can see that banks are still being very
cautious about providing personal information to their users
and the customer is also advised to avoid providing personal
information. The design, however, is more of a web design and less
of a conversational one.

[ HSBC Hong Kong - Geogle Chrome = O X

# The Hongkong and 5...tion Limited [HK] | https://www.askus.business.hsbc.com.hk/en..

4P HsBe ‘ Ask Amy —

Amy at 13:30, Jun 23

Hello! Welcome to HSBC Commercial
Banking. I'm Amy, designed to answer
your questions. Please ask me
something.

Important notice:

« Virtual Assistant is an automated
service, and therefore cannot
answer questions specific to your
account.

» Please do NOT disclose any

Frequently Asked
Questions

FAQ » Commercial Cards ¥
Business MasterCard

» Where can | check my
RewardCash
balance?

» What are the main
features and benefits
of the HSBC Business
Mastercard?

» How can | use the
Alrport Limousing
Service?

5 WAThat ara tha honafite

account number, internat
username, PIN, password or
identity card number in your
questions.

The information you input here
will be recerded to ensure the

quality of our service
Data will be processed and

stored by members of the HSBC

Group and authorised third
parties, which may include

Type your question here

140 characters remaining

Figure 6: Amy, the HSBC virtual assistant
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Financial institution voice-enabled
conversational bots

Financial institutions have been slower at adapting third-party
conversational devices. Two very innovative companies in the

US to have done that are Capital One and GEICO, the auto
insurance company.

Capital One

We already saw Capital One's innovative thinking in its unique
texting solution. However, Capital One's innovation started way
back when it was the first to introduce an Amazon Alexa skill
to its members.

Capit !( ?f{.’. Personal Business Commercia Search Locations L signin

Credit Cards Bank Auto Invest Leam Contact

“Alexa, ask Capital One,
what’s my balance?”

Fram tracking your spanding to making a payment,
now you can manage your Capital One accounts
through any Amazon Alexa-enabled devices, including
the new Echo Show. Talk about convenient.

Enable the skill

Manage your Capital One accounts simply using your voice

= o =

Check Your Balance Track Your Spending Pay Your Bill

Figure 7: From Capital One's website: Alexa's first financial skill was for Capital One
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In March 2016, Capital One became the first company
to offer its customers a way to interact with their financial
accounts through Amazon Alexa devices. The skill started by
offering customers access to real-time data from their accounts
and has gradually grown to enable bill payments.

On the Amazon Developer site, there is a full description

of the use case (https://developer.amazon.com/blogs/
alexa/post/c70e3a9b-405c-4fel-bc20-bc0519d48c97/the-

story—of—the—capital—one—alexa—skill) and it's interesting to
see how the skill has evolved over time. On top of the different
interactions, Capital One also continued to leverage Amazon's
new devices' capabilities, including the screen-enabled device —

Echo Show.

Capiftal(ne O amazon alexa

Figure 8: From Capital One's website: Echo Show supports a wide
range of functionalities, from simple to complex use cases

As a pioneer in this market, together with the Amazon
Alexa team, Capital One has paved the way to voice-enabled
conversational banking, encouraging other institutions to take this
path. Also, in terms of security, Capital One and the Alexa team
have incorporated a unique mechanism that enables strict security
protocols and flows, without harming the user experience.
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By enabling cross-channel conversational solutions through
text and voice, Capital One has been leading the conversational
revolution in the banking world. Whether users prefer to talk
or text, Capital One offers a true cross-platform conversational
experience and a new standard in the industry.

On both channels, Capital One provides fresh conversational
interaction that follows the goals of a chatbot to replace human
interaction. The conversation is short and precise, on both text
and voice. As mentioned previously, the fact that Capital One
started with voice gave it some advantage when its texting
solution was built, making the two very similar.

Capital One's Alexa and Eno's personas are a bit different.
Eno's character is younger and lighter, while Alexa is more
moderate. This might be because it's more difficult to create
a genderless voice assistant and therefore the Alexa skill, presenting
a feminine character, wasn't given the same characteristics.

On the UX side, both solutions offer short and focused
interactions that are very conversational in their manner. In both
examples, the bots offer discovery information as to what else
can be asked and what is new with their capabilities.

Capital One has yet to release a Google Home action, which
remains a mystery to many users. It will definitely be very
interesting to follow the next releases coming from Capital One
over the next 12 months.
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GEICO

A unique persona use case in voice was introduced by the
insurance company GEICO, as we described in Chapter 3, Building
a Killer Conversational App. In this specific use case, GEICO
didn't create a new persona for its Alexa skill (and thereafter

its Google Home action), but rather connected it to its brand
mascot — Gecko.

Gecko is the longest-running mascot, appearing in more
than 150 commercials as of 2017. It was first introduced in
1999 and its personality was built and modified over the years
in GEICO's commercials and advertising campaigns. It started
as a sophisticated figure, but over the years it has turned more
and more into a "boy next doot" persona.

However, it is Gecko's voice that has made GEICQO's voice
experience so different. Gecko speaks with a distinguished
British accent (currently recorded by Jake Wood, a British actor),
which is easily identified thanks to the company's TV and radio
commercials (GEICO counts as one of the largest spenders
on commercials: in 2016, it was the top spending brand in
the United States https://en.wikipedia.org/wiki/GEICO

advertising_campaigns#The_Gecko)

While both Alexa and Google Home have a few voice options
to choose from, GEICO found a very interesting way to combine
Gecko's voice with those devices' experience.
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Figure 9: GEICO's voice experience - unique and surprising
(https://www.ispot.tv/ad/7tDc/geico-arrrrrrrr)

As we explained briefly in Chapter 3, Building a Killer
Conversational App, when activating the Alexa skill or the Google
action, the interaction starts with a few lines of introduction to
the application, using a recording of Gecko's voice. It begins
by welcoming the user to the app and letting them know what
they can achieve by interacting with it. It ends by asking the user
what they would like to do next. When the user answers, Gecko
hands over the conversation to the Alexa/Google voices. When
the user exits, Gecko's voice kicks in with a farewell message.

The skill and the action offer balance information, road side
assistance, and bill payment. While still only offering a few limited
use cases, GEICO started with more complex use cases, likely
paying attention to solving specific needs. Like other companies,
GEICO will probably continue to add more functionalities
as customers adopt new voice-enabled devices.
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Conversations are kept focused and short, and the interactions
are fluent and natural. The user is given some information on
what they can use the skill or action for (the use cases covered)
and can navigate through the different steps at will (contextual
conversation).

amazon

Figure 10: Gecko using Alexa

Similar to Capital One, after releasing its Alexa skill, GEICO
also introduced an intelligent assistant named Kate. Kate is an
in-app voice and chat assistant that aims to provide answers to
general questions, as well as personal information for very similar
use cases to GEICO's skill and action.

Kate doesn't hold Gecko's persona. Although the bot was
given a feminine name, Kate is represented by a colorful variation
of the company's icon and not a specific character.
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X Close

Welcome back! What can | help you with? Ask me a
question or tap one of the popular questions below.

d like to pay my bill.

Figure 11: Kate, GEICO's chatbot

consolidation across the different channels.

challenge for voice, especially for dynamic interactions.

Similar to Capital One, GEICO also started rather early with
voice and, as such, has had the time to improve and grow its use
cases and functionality over time. The fact that there are multiple
assistants on different platforms, with different offerings, may
become confusing for clients, but this can be solved through

GEICO's Alexa and Google personas using Gecko are a good
example of personalization and branding (again, still lacking
on some of the conversational channels). This is the beginning
of a new trend and a need that we will see in the market for
personalized voice interactions, which will become the next
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Summary

Conversational chat and voice interactions are starting to play
a part in our everyday lives. Use cases from different industries
resemble each other in their flow and business logic, and
I believe that we can agree that, to some extent, our experience
of building a banking bot can serve us when building a travel
bot and many other vertical-related bots.

In this chapter, we learned that focusing on the right use
cases, and combining them with a conversational user experience,
is crucial for the success of a chatbot or voicebot. Looking into
the various implementation methods in the financial sector, we
also saw that the deployment focus still circles around the in-app
experience, and not necessarily on leveraging external devices
and mediums.

Larger companies continue to invest many resources and
efforts into developing and bringing proprietary Al-conversational
solutions to the market. The focus is on se/f-learning solutions that
understand users and react to them in the same way as a human
agent.

The goal, as always, is convenience for the client and
long-term cost reduction for the company. However, here, we
are also witnessing a major shift. Companies embrace texting
platforms, and even Alexa and Google Home solutions, while
trying to adapt to consumers' behavior, instead of forcing users
to use a specific method to consume information. While this can
be tricky, as we saw in the Wells Fargo FB example, especially
due to the lack of transparency with security and data concerns,
it also gives smaller brands a new opportunity to introduce such
advanced solutions to their clients.
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Brands and financial institutions are still experimenting with
and exploring the use cases and the personas of their automated
conversational applications. While Bank of America keeps a very
conservative view, other companies, such as Capital One, are
trying to connect their conversational innovation with a fresher
look, reacting to millennial trends.

Voice brings a whole new challenge with it. The lack of graphic
UI and UX makes it more difficult to create a unique persona
and experience. GEICO found a creative way to bring something
different into its Alexa skills and Google Home actions, while
others are focusing mostly on the experience, use cases, and
efficiency.

While being slower in adapting to new technologies
as a sector, larger financial institutions also have huge budgets
which allow them to experiment and test different solutions
ahead of the market. Specifically, in the voice market in the
US, financial institutions have been pioneers and surprised us
with their innovative approaches. I anticipate seeing much more
innovation coming from this industry, paving the way for others.

In the next chapter, we will take a look at bots in the travel
and E-Commerce industries.
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TRAVEL AND
E-COMMERCE
BOTS — USE CASES
AND IMPLEMENTATION

Travel and e-commerce are two great examples of industries
implenting bots. Buying online or reserving our next flight
or hotel is something we do very casually nowadays, via our
computers and, increasingly, on our mobile phones.

I remember the first time I booked a flight on my mobile
phone. It felt so strange and exciting to actually be able to
complete such a complex task — end-to-end — using only my
smartphone.

According to an Adobe research study, mobile holiday
shopping in 2017 surpassed desktop (in the months of November
and December, the amount in dollars from desktop was still
higher, though, and accounted for 66% compared to 34% from
mobile, which showed a 6% increase from 2016 https://
techcrunch.com/2017/11/02/mobile-holiday-shopping-
visits—in—u—s—will—surpass—desktop—for—first—time/)
Shopping online, whether using desktop or mobile, is natural for
us and has become so easy.
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It only made sense that the two industries would identify the
potential of bots and react to it quickly. However, some of the
advantages that these industries had when moving online became
a disadvantage when transitioning to bots.

In this chapter, we will discuss the challenges of travel and
e-commerce bots, explore successful and less successful use
cases, and consider how these industries can improve their user's
bot experience. We will start with the two main challenges that
both industries face and then we will take an in-depth look at
the examples.

Travel and E-Commerce challenges

The travel and e-commerce industries have two common
challenges that make it very difficult for any new solution to
have an immediate impact:

¢ Current solutions are very advanced

¢ The discovery challenge

I consulted some of my colleagues before writing this
chapter and asked them to refer me to the best bot — whether
voice or chat — that they could recommend in these industries.
The recommendations I received for the travel industry weren't
necessarily for good companies, but rather for large companies
that have already implemented a bot solution. In the e-commerce
category, Amazon and Google were recommended many times. We
all agreed that there isn't yet a bot that truly makes a difference
in the industry and that we still have a long way to go. But why
is that?
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Can you compete with something that is already
successful?

¢

The first challenge is the fact that today's digital solutions are
good enough, if not very good, and are very difficult to compete
with. e-commerce sites and mobile apps, as well as travel apps
and even hotel websites, are efficient, quick, and comfortable.
Digital solutions in these industries have caused disruption and
a change in our behavior. What started as a complementary
service ended up being a complete solution of its own.

Digital solutions replaced the "physical" interactions in these
industries because they offered a different and better experience,
not because they were able to duplicate an existing one.

In order for chatbots and voicebots to be able to dominate
these industries, they also need to offer a different and better
experience than current digital solutions. They must provide the
end user with more added valne. 1f the end user can reach the
same results using a bot or a website, then the bot has no added
value. Finding the secret sauce of bots for travel and e-commerce
is a great industry challenge.

Let's go back to the purpose of why we are building or using
a bot. It needs to:

Make interactions simple, seamless, and efficient for the
end user

Enable the business to provide a better service, at scale
Have lower costs

If a bot does not accomplish these "three sacred" parameters,
then it will probably never replace today's existing solutions.
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The vast majority of today's bots (some were presented in
earlier chapters of the book) merely provide a unique experience
or information. At best, they offer the same value as a website/
mobile browsing, and in other less successful examples, they
end up referring the user back to the website to get answers.
Were you ever referred back to a human agent when you simply
searched for flights on KAYAK? If we fall back to the old

paradigm, it means that the new one is just not strong enough.

Another important point to note is that most bots are only
available as FB bots and are not on the business' website.
This is in order to allow the end user to gain access to the
business from the endpoints that they use the most — and
no doubt social media is one of them. However, a good bot
will help users to reduce their navigation efforts and deliver
a response they are looking for on a website too, not just on
other platforms. Only when businesses trust their bots enough to
put them on their website will we see a true shift of paradigm.

With that said, it doesn't mean that automatic interactions will
not replace today's digital solutions. I actually believe they will.
They will just have to offer something much better than what
we commonly see today in order to dominate. They will have
to prove their added value and prove their ROI.

We have been investing in desktop and mobile apps for over
two decades so far, and human behavior has been analyzed and
researched so much that those solutions have excelled in the user
interface and experience that they offer, and that makes them
very hard to compete with.

Bots are still in their eatly days and we haven't yet had the
number of years invested in them that other digital solutions
have. It will take some time to figure out the secret sauce(s) and
to implement them.
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One of them will be voice. I believe that voice will have
a much bigger influence on the design of bots and automatic
interactions, and on making them the dominant solutions, which
leads me to the next challenge: discovery and data presentation.

How do chatbots and voicebots manage data
presentation?

This is with no doubt the number one challenge for chatbots,
and even more so for voicebots. Whereas the web revolution
exposed us to an infinite amount of data, the goal of chatbots
and voicebots is to screen this data for us and and provide us
with a short and focused response. The question, of course, is:
is it at all possible to deliver such an experience in the travel
and e-commerce industties?

In both cases, there are some clear use cases, where short,
focused solutions make sense. For travel, for example, it would
make sense to ask a question like:

Is my flight on time?

We can expect a short answer of "yes" or "no" and, if not,
for the bot to provide us with the new flight times. The same
is true with shopping. The user can ask questions about their
order. For example:

Was my order shipped?
Or:
What's in my shopping cart?

The bot will easily be able to provide a response: "Yes, your
order was shipped and is expected to arrive on...,"
have milk and bread in your shopping cart; would you like
to checkout?"

or "You
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There are probably a couple of dozens of such examples that
would make sense for short chat/voice interactions. However,
the real challenge is in the discovery mode.

Discovery means the search for data. How can we make
a data search short, focused, and user-friendly when we shop or
when we book a flight? The amount of data that is available to
us today is sometimes endless, and we can browse through it for
as long as we wish. How can we bring this experience to chat
or voice? Well, we don't: we build a better one.

Defining a new data discovery model

As you may recall, chatbots and voice-enabled bots are replacing
our interaction with humans, not with websites or mobile
apps. Therefore, instead of trying to mimic the current digital
experience, we will go back in time to mimic interactions with
human agents.

Web and mobile search provided us with limitless results. We
were no longer dependent on the travel agent or the salesperson
in the store — we could see it all and make our own analysis of
what we would like to choose and eventually purchase. However,
the amount of data was overwhelming.

To narrow down the options, filters were introduced. When
we look look just for a t-shirt — we can now filter our search
based on size, color, brand, and other factors. It's the same
when we look for flights or vacations: we can filter the data
based on arrival and departure dates, locations, airlines, and so
on. However, even with filtering options, we are still exposed to
hundreds, if not thousands, of results whenever we search for
a hotel on booking.com or whenever we look for something
on amazon.com. They are presented to us according to accuracy
level, but even if we stick just to the two first pages, we end up
with at least 15-40 results. Is this data valuable to us?
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New York City: 122 properties found - including 13 value deals!
Search
New vork City Prices shown are for your 17-night stay
Check-in Date
1] saturday, July 14, 2012 ~ .
Row NYC at Times Square Good [

Check-out Date seller © New Vork City, NY - Show on map BI(0.7 miles from center) - Subway 13,688 reviews

F5) Tuesday, July 31,2018 v

A

17-night stay le are looking right now

LR ST Booked 156 times in the last 24 hours

2 adults v

Price for 17 nights

[l $3,177

I'm traveling for work @ See our last available rooms >

Double Room &
No children  ~ 1 room v uble Room &a

Figure 2: booking. com: 122 options were found for my trip
to New York - do I really need them all?
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The real question is: even if this data is valuable, how can it
be presented to us if we use a chat or texting solution, or if we
just interact using voice? The answer to this is probably the first
ingredient in our "secret sauce" discovery process for chatbots
for travel and other industries.

Since we can agree that offering 20,000 options when I ask
to buy weights doesn't really help me on existing digital channels,
we understand that there is no reason that bots will act in
the same way. A bot's mission is to do the exact opposite for
us — its role is to crawl through all this big data and reply to us
with the one-to-three best available options. Using Al and a smart
conversational flow, bots will become our smart assistants, whom
we will trust to pick up only the best results for us.

Data should be minimized and presented/given to us using
voice in small chunks. We will be presented only with the
best results for us and this will be supported by an advanced
contextual interaction between us and the bot.

The experience must mimic our travel agent interaction, but
it will be backed by the power and strength of what has been
learned over the years by implementing web and mobile digital
experiences.

Search engines will also have to improve, in order to enable
the effectivity of bots. Filtering options and contextuality will
become even more important. It's not only a dress I'm looking
for: it's a dress for a cocktail event, for example.
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Figure 3: The evolution of data discovery - smart and focused

Use cases and recommendations

In this section, we will focus mostly on data discovery use cases

and less on informative use cases, where a bot provides only
a website's data.

Travel

The travel industry is one of the most progressive when it comes
to digital solutions. Although still in the early phases, some
of the large brands have already incorporated conversational
UI and UX, supporting both voice and text.
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As 1 was writing this chapter, I was referred to various
companies offering virtual concierge services (Gooster, Ivy by
Go Moment, Volara, and so on), which interact with guests
mostly via texting or FB (Volara is supporting Amazon Alexa).
The services check with guests whether their stay was good and
provide answers to general concierge questions. I tested some,
read about others, and also held some discussions with those
companies' founders.

My conclusion was that those solutions offer very important
information, which can prevent many of the questions asked at
the front desk, and probably ease the guest's stay. However, they
are all still very preliminary and deal with the simpler use cases.

To understand the discovery challenge, I chose to take a look
at KAYAK, which offers both chat and voice solutions, from
which we can learn a lot.

KAYAK

My use case on KAYAK was searching for a flight from San
Francisco to New York. The flow was great and the bot was able
to figure out the information that I provided very well.

As a FB Messenger bot, it combines both free-text and quick
buttons. In some cases, I could use both and in some only the
quick buttons.

When starting the flow of conversation with the bot, it let
me know the use cases that it covers (find hotel, flight, or just
things to do), and it also pointed me to some general question
examples, such as "what's the best time to fly?" and even offered
help planning a trip, which are all relatively complex use cases.
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What went well and what didn't?

1. Abbreviation support: The bot was able to understand
abbreviations when I replied "SF" to the question of where
I was flying from (see the following screenshot):

KAYAK
L]
1.8M pecple like this including Dan Feld and 20 friends

Get Started

]

Hi Rachel, welcome to KAYAK! No sure here or when to go?
Find flights Get travel ideas
Find hotels Best time to fly?
o Find things to do Plan a trip

| want to find a flight

o Ok. Where do you want to fly from?

o What is your destination?

| did not recognize this location. Here are a couple of suggestions:
New York, NY
Nyaung-U, Myanmar

o Nyagan’, Khanty-Mans...

Looking for flights from San Francisco, CA to New York, NY. When do you want to fly

o out?

Figure 5: For some reason, when I entered "NY", the bot wasn't sure of my request
and offered me two other options, which were very far from my request
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2. Understanding dates: When asked when I wished to fly,
I replied, "Tomorrow." For the question of when I wished
to return, I replied, "Next Wednesday." The system was
able to pick up the date and time and translate them, in
order to provide me with the relevant itinerary. I didn't
need to provide the specific dates (I could have, of course,
if I'd wanted to) so it felt as if a real human was doing
the calculations for me.

Looking for flights from San Francisco, CA to New York, NY. When do you want to fly
out?

tomorrow

0 Ok. When do you want to fly back to San Francisco?

m Ok. Locking for flights from San Francisco, CA to New York, NY from 7/14 to 7/18 ...

Figure 6: It calculated the dates for me and summarized my flight details perfectly:
I wanted to fly from San Francisco to New York, departing on July 14th and
returning on the 18th

3. Results: This is unfortunately where the bot failed to
help me and provide me with the accurate, focused data
I needed in order to complete the process. Instead of
offering me the best flights, I received 1,062 options to
choose from (see the following screenshot). This was only
for one direction.
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Ok. Looking for flights from San Francisco, CA to New York, NY from 7/14 to 7/18 ...

| found in total 1,062 flights for your dates. Here is a selection of outbound flights:

Depart; Sat, Jul 14 Sun, Jul 15 Depart; Sat, Jul 14 Sun, Jul 15
= SFO EWR % SFO JFK
= 10:40p 6:52a 1:00p 12:08a ,
Economy * 5h 12m « nonstop Economy * 8h 08m « 1 stop in MSP

Select Select

Figure 7: Do we need all of this data? Can we handle it all?

What could KAYAK do to improve this experience?
It should ask for more information that would help it
to narrow down the options, such as:

> "Would you like to depart early or later"

o "Is there a specific airport you'd like to arrive to
in NY?"

> "Are you looking for a non-stop flight?"

> "Is there a budget we should take into consideration?"

Questions like this can help a company to provide a more
accurate and effective response for the end user. Think
again about the travel agent you are replacing — can you
imagine them telling you that they found more than 1,000
flights that might suit your needs?

4. Selection: I don't think I would have continued this
interaction in real life, but for the purpose of the demo I
continued my conversation and tried to see whether the bot
could help me narrow down the results. I asked only for the
cheapest ones and then decided to pick the United flight.
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The bot didn't react to my questions, although the
texting option was available. If we don't want to enable
a texting option, we should disable it, otherwise the end
user might think that there is something wrong in the
process. I continued and clicked on one of the flights,
just to discover that I also needed to browse through over

1,000 return flights...

what's the cheapest option

You selected the outbound 10:40p flight from SFO to EWR on United. Here are return
flights for your selection:

#1, Cheapest #2, Cheapest

Return: Wed, Jul 18 Return: Wed, Jul 18
_— EWR SFO — EWR SFO
10:30a 1:37p 4 2:20p 5:27p
Economy * 6h 07m * nonstop Economy * 6h 07m * nonstop >
Book for $823 Book for $823
www.kayak.com www.kayak.com
More details More details
$823 United $823 United
o Share Share o

. 1

Figure 8: I needed to browse through over 1,000 return flights

5. Complete the order: I wasn't able to complete the booking
for the flight and I was redirected to the website to continue
the purchase there. It would have been very interesting
if T could have completed the purchase while talking with
the bot, and I believe that this is something that we will
see in the future.
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KAYAK on Alexa

I can't show my experience on Amazon Alexa, however, the flow
using KAYAK on Alexa was very seamless and positive.

The skill offers information on flights, hotels, and cars. When
I searched for hotels, I was also offered the option to book one
for the number of nights I needed. In the two use cases (hotel
search and flight search), the system handled content discovery
very well, and the skill helped me by narrowing down the
information in such a way that I could make a choice at the end.

Here is a more detailed analysis of the two use cases.

Hotel search

When I asked for hotels in New York, Alexa provided me with
a limited number of options (three options). This is a perfect
example of how data discovery on voice becomes focused and
targeted, and I hope to see this shift in textual chatbot solutions.

I wasn't, however, able to add more search parameters and
narrow my search. The three options that I received were quite
expensive for my budget (ranging from $350 to $1,000 per night)
but I wasn't able to ask for a cheaper place or to change the
location.

Once this functionality becomes available, it will not only
make the experience better, but it will also really enable people
to complete a booking on Alexa.
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A quick note about the Echo Show experience: I talked with
KAYAK over Echo Show, which, as we covered in Chapter 4,
Designing for Amazon Alexa and Google Home is Amazon's screen
device and offers the additional visual value of the skill.
It provided general topic-related images of hotel rooms and
airplanes, and specific pictures of the hotels that it offered
to book. Echo Show also supported the verbal interaction with
additional data. For example, when it asked, How long will you
stay in the hotel? Echo Show's screen showed how many nights will
you stay?.

Flight search

My flight search using KAYAK was also very focused and
targeted. After providing dates and destinations, Alexa returned
with two options: the cheapest non-stop flight and the cheapest
flight with one stop. When using voice, it is obvious for everyone
that giving over 1000 options doesn't make sense. KAYAK
automatically filtered the most popular parameters for me —
which is a great way to solve the data discovery challenge.

Here, as well, we experience the narrowing down of options
to choose from, which is exactly what we need when we voice
or chat search.
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I assume KAYAK is still developing its Alexa skill, since
I wasn't able to continue the filtering process and to ask for
a different time, airline, or airport. I believe that this will become
available soon and that this is just the beginning of KAYAK's
conversational offering for its clients.

E-Commerce

The potential for e-commerce and chatbots is huge as, from
sales to support, there is so much that can be done. In previous
chapters, we gave some examples of chatbot shopping experiences,
which weren't very successful in most cases. I decided to include
eBay's ShopBot example here, since it is different in terms of
what it offers and its conversational design.

eBay

eBay's ShopBot, as its name implies, is there to encourage
the user to shop by providing them with the best consultancy
on any product they are interested in. The overall experience
is very positive and it's even fun and amusing. The bot's persona
is well thought out and the interaction feels very human.
Different from other examples we've seen, it also helps you to
complete a purchase at the end. It really felt as if I was talking
to a knowledgeable human agent.
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What went well and what didn't?

1. Thought out and structured, yet flexible: Getting started
on a bot can be overwhelming, so the eBay bot provides
some of its own suggestions. They are not the general bot
capabilities menu suggestions. I was offered items relevant
tor the season.

eBay ShopBot
L
374 peoote lle this

Hi, Rachell
I'm ShopBot
I make finding great deals effortless by doing the waork for you.

Since it's getting warm outside. | put together some hot summer gear. Check it out.
R .
L ) < ‘-"
b
Summer Deals That's all for now.
Shap

Share Go back

. But | can also fetch anything else you might want. Send me a message by typing below

@ wnich matenal do you want? Fesl free to type your own. teo.

Figure 9: The bot makes it clear to the user that these are just suggestions
and that the user can also lead the conversation in a different direction

2. Filtering and narrowing down the options: Once the
user decides what they are interested in, the bot starts with
a series of questions, with the aim of narrowing down
the information and providing better data discovery. I was
looking for weights and the bot asked me to choose the
material of the weights that I wanted.
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° Which material do you want? Feel free to type your own, too.

Can't even begin to tell you how much | love tracking down deals for steel, set, Yes4All weights for any
price. Check these out.

M€ o

Top Match e 18 sold Pre-Owned a Best Value 8 622 sold

View item View item

More in Top Match More in Pre-Owned

=

Figure 10: With this basic filtering, the bot is already providing a few options
that might be relevant for me and puts them into known categories, such as "best value",
"pre-owned", or "top match". While there is still a scrolling option to move right
and left for more results, the total amount of options is kept to six.

3. Persona and communication: The interaction with the bot
is amusing and intuitive. It replies with full sentences that
are more than just information or instructions. An example
can be seen in the preceding screenshot: after running
through the first filtering flow, the bot concludes the search
by saying, Can't even begin to tell you how much 1 love tracking
down deals. ..

4. The bot is also very instructive and informative: it lets me
know that I can type text or click on the item for more
information and, even in the preceding sentence, it reminds
me that it can find the best deals for me.

5. Continuous filtering: What eBay did here is great. Instead
of tiring people with 10 filtering questions at the beginning
of the conversation, it created an ongoing filtering process,
where, in between, the user gets some recommended
suggestions based on the information already collected.
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After asking me about the material of the weights, the bot
continued to narrow down the options by asking me for the
amount of money I planned to spend. With this information,
I was exposed to even more focused search results.

. What's your price range? (For example, "<520," "$50 to $75," or ">$50.")
below 50
I found some for below $50 that you're going to love. Take a look.
t
Top Match { 18 sold Pre-Owned Best Value { 622 sold
View item View item
More in Top Match Moare in Pre-Owned N
° Which activity do you have in mind?

Figure 11: Here, again, the process is not done and another filtering option
is being offered - for what activity will you use the weights? Immediately after
I provide the answer, the bot filters the information for me again.

‘ Which activity do you have in mind?

Take a lock at what | found for fitness ones.
/r - /f .g’«

Best Value 6 Fast Shipping 6

View item View item

More in Best Value More in Fast Shippin...

Q Do you like what you see?

Figure 12: The bot continues the interaction with the end user until he/she
is satisfied - the eBay ShopBot replaces the human reps at the store.
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6. Completing a purchase: A couple of small things didn't

go so well when I tried to complete the purchase. When
I picked an item and shared the information with the bot,
it understood my request and instructed me to click on
the item I liked to learn more. When I asked if I could
purchase it, I received a fallback answer that was out
of context. It would have been much better if the bot
had just directed me to click again on the item if I wished
to purchase it (see the following screenshot).

2 _ P\ o\
i =N = ™ \
S al™ v al™ >
LA s\
Top Match 8 Best Value 8 Fast Shipping B
View item View item
More in Top Match More in Best Value
i pick the top match
Awesomel Head on back to the item you're interested in and click on the "view item” button to learn
all about it.
I'm the bot who finds great deals on anything. Type what you want below or send me a photo and let's
start shopping!
«can i buy them here?
I'm the bot who finds great deals en anything. Type what you want below or send me a photo and let's
start shopping! g

Figure 13: The textual conversational interaction ends
and the user can now only click to view the item.

When I finally clicked on the item I wished to purchase,
a small window opened (although I was on a desktop)
where I could complete the purchase. I was sent back
to the web experience.
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It would have been nice if the purchase was completed
as part of the interaction with the bot. However, it might
be that this is done for security reasons (to avoid sending
credit card details over FB) and therefore a web view is
required. In this case, eBay should have paid attention to
the size of the web view screen and probably also allowed
me to sign in to my account, so I didn't have to provide my
details and mailing address all over again (see the following
two screenshots):

Workout Training Curl Bar Dumbbell
Combo Set Exercise Weight Lifting
Home Gym

-~

$44.28

Shipping: Frees based on 95125
Delivery:  Est. July 20

Condition: New with tags

Buy

Item Description ~

BEST PRICING FREE SHIPPING HIGH QUALITY
Workout Training Curl Bar Dumbbell Combeo
Set Exercise Weiaht Liftina Home Gvm
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eBay ShopBot

Workout Training Curl Bar
Dumbbell Combo Set Exercise
Weight Lifting Home Gym
Delivery July 20

Subtotal
Shipping
Tax

Total

Ship to

Full name

Address

Figure 14 and 15: Sometimes a web view is required to complete secure processes.
For an optimal result, the screen width should be taken into consideration.

Summary

The travel and e-commerce industries are both fascinating use
cases for any digital evolution. Unlike many other industries,
digital solutions have managed to replace whole functions and
even professions, or at least minimized them. It is therefore
interesting to see how these two industries, which are always
ploneers in the market, are reacting to automatic conversational
solutions, and how they deal with the limitations and challenges
that these solutions bring with them.
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For a long while, chatbots' added value wasn't clear to many
industries, but as technology evolves, the use cases are revealing
themselves slowly. It is clear to see that the market is approaching
these solutions with much caution, however, some of the leading
brands are already experimenting with some more advanced
capabilities.

I chose KAYAK and eBay for this chapter's examples, since
they are far more advanced in the market with their voicebots and
chatbots implementation. There is a lot we can learn from the
smooth experience these bots provide, as well as their thought-
out interactions. Clearly, there is always room for improvement,
but looking at the evolution of these solutions over time, those
two examples can definitely become a good standard to follow.

Last but not least, both companies are dealing with the
complexity of data discovery with chatbots and voicebots. While
in the KAYAK example, this was clearer on the Alexa example,
both brands have given a lot of thought to the data discovery
experience and how it can be solved.

To reach good results for data discovery, today's search
engines will have to be able to provide much more accurate
results and show that they really understand the user's needs.

In the next chapter, we will design a conversational application
together and walk through all the stages that we have outlined
in this book.
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CONVERSATIONAL
DESIGN PROJECT -
A STEP-BY-STEP GUIDE

In the previous nine chapters, we have discussed all there
is to know about conversational applications. We have talked
about the technical aspects and the psychological aspects, and
given some examples of what we should do and what we
shouldn't do when building a conversational solution.

Indeed, there is so much that needs to be taken into
consideration that it might seem overwhelming. So how do we
take all those recommendations and implement them? Where
do we begin?

This chapter is your hands-on guide for designing
conversational applications. We will outline the steps we need
to follow to build conversational applications and, maybe even
more importantly, how to maintain them and keep them relevant
as they evolve.

We will use all the concepts that we have discussed in this
book and see how we can implement them in practice.



Conversational Design Project — A Step-By-Step Guide

For the purpose of this guide, I've chosen to build a banking
conversational bot, as it combines simple and complex
requirements. As already outlined in the book, since the guiding
concepts for building successful conversational applications are
universal, you can use this guide for any other vertical as well.

Defining the stakeholders

This, of course, may change from one organization to another,
but, in general, a successful bot is the result of the joint efforts
of:

1. Business and marketing — setting the goals

2. IT and R&D — technical implementation

3. UI/UX and creative — design implementation

Each department has its functionality and an impact on the
success of the bot. In many cases, some of these stakeholders
are overlooked and the work is left just for the technical team.
However, remember, building a conversational solution is not
only a technical task — it's a business, marketing, UI, UX,
and creative task. In some cases, the initiative will come from
the business/matketing side and in some cases from the R&D/
IT teams.

You can use the following chart as a tool to fill in the names
of the relevant people for your project. In some cases, you might
need to use the help of an external resource, if you don't have
some of these functions in your organization.
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This group of people will continue to be involved in the
maintenance and growth of the conversational solution after
deployment. We will refer to that later in this chapter.

Conversational Application

Figure 1: Building a group: defining and deciding on the stakeholders

Including all the relevant stakeholders is important to make
sure that all aspects of the bot are covered and it also creates
a committed group of people who share and understand the
project and contribute to it all along. Some of the tasks will
require the intervention of more than one group or person.
Putting this list of people together in advance will contribute
to the success of the bot in the setup and maintenance phase.
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For the purpose of our demo banking bot, let's assume that
the initiative came from the marketing team. In this case, I will
include a representative from R&D and IT, as well as from the
UI/UX team. We don't have a creative team, so I will search for
external relevant candidates to include.

Conversational Application

Agpuley Rachel
Sothe ot

Exfernal - TBL

Figure 2: Build your group: add your partners to the project

Defining the goals

This stage is a building block of every conversational solution.
We have discussed throughout the book that a bot doesn't have
its own essence and that it must serve a specific need, or multiple
ones. Only after we define the goals can we dive into building
functionality, design, experience, and more.
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The task of defining the goal of the bot will usually be the

responsibility of the business and marketing team. When defining

* & o o

the goals, we should ask and provide answers to the following:

What is the bot's overall goal?

Why is this the goal?

What are the current solutions we use? What do they lack?
What would the bot do better?

Conversational Application Project

DEFINING GOALS

R
. ,
the goal s to.. 1 _______

Z

3

l.

Figure 3: Defining the goals: what and why

Going back to our example, we can answer these questions

as follows:

¢ The goal of the bot is to provide conversational self-service

channels for general and account-related actions, as well
as offering sales-related support
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¢ To be able to provide our clients with good service at scale
and to reduce the organization's operational costs

¢ Today we offer online banking on desktop and mobile,
phone banking, and an IVR call center

¢ The bot will:
° Increase accessibility by providing additional endpoints
to interact with on new and existing solutions

> Reduce 50% of call center requests and costs
by handling these automatically

> Increase sales leads by 25%

> Present the company as innovative

Who does our bot address?

By understanding who will use our bot, we will later be able
to define its persona accordingly and even the design (chat and
voice) that we will use to build our conversational solution.

When analyzing our target group, we should take into
consideration a variety of parameters:

Age

Gender

Function: employee/customer-facing
Vertical (if relevant)

Geography

*® & & & oo o

Language
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These six parameters will usually have subcategories and
sub-parameters, and they might not always have one strict option.
A bot can also address people in multiple languages. Knowing
this in advance will help us to be prepared on the design and
the technical side, as we move along. We will deep dive into our
target groups once we start to build our bot's persona.

In our banking example, we decided to focus on the bank's
customers. The age group will be 25-45, male and female. We will
support one language, English, with the goal of expanding
to Spanish and German.

Where and how — choosing devices

Next we need to define the devices and channels we would like
our bot to be available on: should it be on voice or chat? Should
it run on a third-party platform or on our own digital real estate?

We have defined some of the leading devices and channels
throughout this book and have emphasized their advantages
and disadvantages. As a true believer in cross-channel support,
I believe that when we are building a conversational solution,
it should (eventually) become available on multiple devices
and channels, creating a continuous experience across multiple
mediums.
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With that being said, for some verticals and industries, text
solutions will make more sense, whereas in others, voice-enabled
ones will have more success. This is a question you should be
addressing as you build your project's strategy and as you evaluate
and adjust it. New devices and mediums appear pretty often, so
you might find yourself adding additional support as you go.

voice chat

1 Phone [ Chatbot

(1 Amazon Alexa o Desktop
71 Google Home - Mobile
(1 Voicebot [ Texting

O O Facebook M. Bot

Figure 4: Chat, voice, or both - what channels will serve your goals?

Going back to our banking example, and paying attention
to the goals and the target market, our group has made
the decision to:

¢ Build a cross-channel experience that will include both voice
and chat, both on new mediums, such as texting, but also
on existing ones, such as adding a chatbot to the website

¢ Include automation of the most common and repetitive
use cases of the call centers over the phone

¢ Offer solutions on Amazon Alexa and Google Home
to present the organization as innovative.
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Our conversational application's persona

* & & oo o

In Chapter 7, Building Personalities — Your Bot Can Be a Better Human,
we discussed the importance of a bot's persona and how it serves
us and our clients. Now that we know who our target market is,
and where our conversational application will be available on chat
and voice, we can focus more on the bot's persona.

The Austin Beer persona, Kit, invited us to focus on:
The bot's name
Its goal, which we have already identified
What it does — already identified broadly
What it thinks
How it feels

We also added how it looks and sounds and what language
it uses. Let's see how this works in our example: we work for

bank "ABC", so we will call our bot the "ABC Virtual Assistant."

We believe that people will find it easier to talk to the face
of a human when they interact. Since the clear majority of our
employees are women, we will give the bot the face of a lady.
With this in mind, we will also choose a woman's voice for our
voicebot, as well as our Alexa and Google Home applications.

We will have the same persona on all of our channels.

Being a bank's bot, we will also make sure that we keep the
interaction's language formal and polite.
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Here she is:

Figure 5: Our banking bot persona: "Hi, I'm ABC's Personal Assistant"

Functionality and use cases

Defining and implementing the functions of the conversational
application is probably the biggest and longest part of the setup
process, and also of the maintenance process. Identifying what
your bot actually does includes:

¢ Defining the use cases based on the goals — business/
marketing

¢ Creating the relevant conversational flows — business/
marketing/UX

Building the business logic — I'T/R&D
Providing samples — business/marketing/creative

Providing answers — business/creative

Connecting to APIs — IT/ R&D

*® & o o
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Building the functionality of our bot requires the intervention
of all stakeholder groups. The business group will need to provide
the use cases that the bot will cover. This will be based on our
previous analysis, where we have identified what the bot's goals
are and what it should do better than current solutions.

The conversational flow will be defined by the business/
marketing/creative and UX groups. Building a conversational
flow means framing the potential discussions that our target
group will hold with our bot. This means taking our use cases
and breaking them down into specific questions.

To support our NLU engines, we will need to provide similar
sentences for each question. As you may recall, it is recommended
to start with at least 15 samples. The more you can provide, the
better your bot will be able to respond to the uset's questions.
Compiling the samples requires the help of creative people. They
should come up with enough variations of a specific question.

Creative people are also involved when we provide the
answers. On top of connecting our systems with the relevant
APIs, which helps us to extract the relevant data based on the
user's request, we need to make sure that the bot replies with
a full conversational sentence and doesn't just spit out the
information.

Answers can differ from one device to another, as well
as between different channels. When using a textual solution,
we can use emoijis to express certain feelings, however, we can't
do that when using voice. On the other hand, we can use an
MP3 file to sing "happy birthday" to the user when we use
a voice-enabled solution, which we can't do using text.
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Creating a holistic experience between different channels
will result in success. Looking at our example, when the user
asks a Google Home device for the nearest ATM location, we
will provide the answer using voice and refer the user to the
corresponding app for directions, using Google Maps. The Alexa
cart doesn't support maps, so we can offer to text the user the
address and combine another method of interaction to complete
the first one more successfully.

Building functionality

Use Cases Conversational Flows

Questions Answers

Figure 6: The bot's business logic and interaction levels

Let's see how this will work in our banking example. To define
the use cases, the business and marketing teams have agreed on
four use case categories and, within each use case, the specific
topics (that we previously defined as intents):

1. General questions: opening hours, branch locations, and
routing number

2. Account-related questions: balance, transactions, and insights
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3. Actionable requests: transfer money or pay bill
4. Sales support use cases: loan rates and loan applications
For each of the preceding intents, the business and marketing

teams will come up with two-to-three question samples.
The creative team will expand the options accordingly.

Let's take the example of opening hours. The business/
marketing teams have come up with the obvious question:

What are your opening hours?

The creative team will take this sentence and create variations,
which are what we call samples or utterances. It could be
by simply using synonyms or by totally rephrasing the request:

When are yon open?
Are you open on Fridays?
When can I come to your offices?

Since it is very difficult to think of all the different ways
people may ask for something, using a tool to help you monitor
that can be very helpful.

Now, it's time to connect the questions to the answers. The
R&D or the IT teams will assist by connecting the APIs of the
systems to each question/request. The business/marketing team
will formulate and draft the response, and the creative team will
provide additional variations to avoid a monotonous experience
and to adapt to the relevant channels:

We are open every weekday between <opening honrs APIs>.

You are welcome to visit us Monday to Friday between <opening
hours APIs>.

Our opening hours are <opening hours APIs> on weekdays.
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Development and testing

The development of our conversational application is where
R&D takes on the most important role. Whether building
solutions from scratch or using some of the available solutions
and toolkits, R&D will be responsible for translating our
conversations into code, delivering the business logic across
all channels and devices.

To be able to build the solution, R&D, based on the preceding
work, will build a technical flow, which will take into consideration
multiple scenarios and requirements. Those flow charts, or for
voice solutions, Voice User Interfaces (VUI), are based on
specific building blocks that represent certain functionalities.

You can use Google Drawings for that or any of the available
solutions on the market. The following flowchart is an example
of a request loan rate conversational flow, which takes into
consideration the need for authentication.
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Loan Rate Intent Request

l

The rate for an Auto
loan ig XX

Account Linked

Wiuld you like to

PIN Code Entered hear more?

Yes

Wiould you like to

speak with a
representative?

Yes

nitiate phone cal

Figure 7: Building the business logic: preparing the conversational
flow for R&D to program
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The preceding conversational flow chart will also assist as we
test our bot. Testing is extremely important and we need to make
sure that we cover the use cases we planned for in the broadest
way. After the initial project group has tested the solution, it is
recommended to create a closed "user group" of colleagues, or
even some customers, who will be given access to the solution to
test it from various devices and provide feedback. This process
is very similar to any other digital Software Development Life
Cycles (SDLC) that we are familiar with.

Deployment, maintenance, and analytics

After testing our bot and deploying it on the relevant devices
and channels, we come to the important part of maintenance.
We have mentioned over and over that building a conversational
solution is not a one-time project and that there will be a constant
need to modify, change, enhance, and improve as we bring our
bot into contact with the users.

All stakeholders must continue to play an active part in the
maintenance process. Marketing and business teams are needed,
since some of the improvements will include adding more use
cases. Ul and UX designers will be required, in case of linguistic
changes to new and current use cases or to revise the bot's
persona. In all use cases, R&D will be required to implement
those modifications.
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Learning our clients' behavior will help us to improve our
conversational solutions. Only when we see how people react to
our bot in numbers can we conclude whether our bot is fulfilling
its goals.

Analytics will provide insights into an array of metrics,
including the number of messages and sessions, the number of
messages per user, the number of users over time, the devices
and channels used, and the number of failed conversations.
All of those figures will help us to rate how successful our
conversational solution is.

After learning from our analytics about the basic behavior of
our clients with our bot, we can add A/B testing measurements
to our conversational solutions to dig deeper into understanding
which paths work better and which maximize our clients'
expetience. A/B testing can run on the same channel/device
or different channels. It can alternate between two different
flows for the same intent even just between different types
of responses to the same request. The more we look into our
customers' behavior, the better our bot will become.

In our use case, we will make sure that the number of calls to
our call centers is decreasing and that our customer satisfaction
rate has increased.
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Maintenance will also include adding support to more
conversational devices and channels. In our case, we started with
a few chat and voice devices, and we can now expand to support
more endpoints.

Conversational Application
Design Checklist

Define Stakeholders

Define Goals

Define Target Group
Supported Devices

Persona

Functionality and Use-Cases
Development and Testing

Deployment and Maintenance

Figure 8 (appendix): "Conversational Application Design Checklist"

Summary

In this chapter, we took all that we have learned in the book and
created a practical project. We went through the required steps
and made sure we paid attention to all of the design principals
we discussed in the book.
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Following a methodology can help with achieving successful
results. I've added a project list as an appendix (figure 8), which
you can use for each conversational project you start. You
can use it as it is or customize it for your own unique needs.
Even if you knowingly decide to skip one or two steps, the list
can still help you as you continue to revise and improve your
conversational bots.

While we have discussed most of the steps in the book, one
important point that I mentioned briefly, but that is extremely
important when you start your conversational project, is to make
sure that all of the relevant stakeholders are involved in the
process from as early as possible.

It goes without saying that a conversational solution without
pre-defined goals cannot succeed. Those goals can change along
the way, but if we can't identify the goals in advance, we won't
be able to build our bot correctly.

With this in mind, of course, the use cases and conversational
flows are of utmost importance, as well as the broad "dictionary"
of sample sentences and unique responses that come along with
it. Don't build your bot to fail — build it for success. Help it to
deal with real users in the real world.

Lastly, test your bot, modify it, expand it, clarify it, test it
again, and analyze it repeatedly. Your conversational solution,
like every other successful digital asset, needs attention to prove
its effectiveness.
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SUMMARY

Writing this book was an exciting and uplifting experience
tor me. For the past two years, my life has revolved around
conversational experiences on voice and chat, and being able
to share this information with more readers and conversational
revolutionists feels like a true blessing.

While writing this book, a lot has changed in this extremely
tast-growing and dynamic market. New devices and new
capabilities have been introduced, and I literally needed to rewrite
some parts of the book due to newly introduced features and
capabilities from Google. It might be that, in a few months from
now, some of the book's insights and predictions will become
void, as technology and expertise continue to grow and advance.

I started the book with the declaration that "conversational
user interface is changing the way that we interact" and I do
believe that this is the main message of my book. We are
witnessing a paradigm shift in communication, which we are
tamiliar with from the science fiction movies we all grew up
on. Businesses that fail to adapt will not be able to continue
communicating with their clients as they are expected to, both
on the support and the sales side.



Summary

In this summary chapter, I want to shortly recap what has
been discussed throughout this book and give some insights into
the future of conversational design.

Conversational interfaces — how did it all start
and where do we stand today?

We started by talking about where it all began. Understanding
the progress of human-machine interfaces helps us to understand
the evolution from textual interfaces to graphical interfaces,
and all the way to conversational UI, and can assist in making
assumptions and predictions for future changes.

We took a deeper dive into the conversational stack,
understanding the different technologies that support
conversational Ul today as it evolves. We are lucky to be
at a phase in this journey where many of the fundamental layers
of this stack are solid and stable, and this allows us to build
and grow unique and sophisticated conversational applications
that we couldn't have dreamed of only a few years back. This
includes voice-recognition and text-to-speech capabilities, and
even more important are NLU abilities, which have completely
changed the game and allowed us to start experimenting with
contextual conversation with explicit and implicit structures.

With that being said, and with all of our accomplishments
over the past few years, we still face many challenges with
conversational applications and, more specifically, their ability
to mimic and replace traditionally human-led services.
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While we have advanced tremendously with NLU capabilities,
we still face the problem that NLU is an Al-hard problem,
meaning that even with the help of AI we are struggling
to provide high-quality solutions. Unexpected circumstances, in
the form of endless configurations of words and sentences, in an
endless number of languages and dialects, are the main cause of
that. Many companies address this problem, and when we look
into the future, we should expect to see huge progress in NLU
capabilities. Conversational solutions will not be able to progress
and prevail without that.

On the UX side, the transition from GUI to CUI and, even
more specifically, VUX still exposes many challenges in the
user's behavior and expectations, and the ability of businesses
to communicate over these short-focused channels, which are
in some cases are also screenless. I have shown in the book that,
in some cases, the need to overcome the challenges surrounding
NLU and content discovery has led to the development of
limited conversational solutions, which have forced web experience
onto chatbot channels, and provided no efficiency or added value
for the users.

The security and privacy challenges, which companies and
users are still struggling with, are another hurdle in the way of
helping conversational solutions to prevail. As I was writing the
book, the Facebook data privacy scandal erupted, raising more
concerns and uncertainty around this topic.
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This is not to say that chatbots and voice-enabled conversations
are doomed, however, business and platform providers will have
to come up with a more compelling approach. Users are now
much more cautious and aware of the risks of sharing their
personal data, especially on devices and channels from third-party
providers, such as Amazon Alexa, Google Home and, of course,
FB Messenger. This might be the reason that many financial
institutions have chosen to start building their conversational
applications as proprietary (available via web/app/texting), before
they make them available on third-party solutions.

As this space continues to evolve, I predict that data privacy
and data ownership issues will have to be handled with extra
care, both by businesses and providers. This might also be
grounds for the rise of new platforms that promise data privacy
to companies and their users, as we see today in the health
industry.

Two other challenges we addressed in this book, as we
explored conversational solutions in the travel and e-commerce
industries, are:

¢ The need to compete with existing solutions that simply
work very well

¢ The discovery challenge
While the first challenge emphasizes the need to build

conversational Ul that provides real value, and improves efficiency
and costs (which is common when transitioning from one
solution to another), the second challenge touches upon an acute
problem: defining a new discovery model (the industry has started
to address this lately) and we will have to give that a whole lot
of thought as we progress.
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Last, but not least, conversational Ul is still limited because
users are still skeptical of it. We had great expectations from
chatbots, but today, aware of the limitations, businesses and
users stick to simplicity and tend to not challenge it too much.
As technology evolves and more companies start challenging the
limitations of conversational UI, we will see the rise of more
complex and advanced solutions, which will really make our life
more efficient and our communications motre focused.

At the end, as I've already stated in the book, creating
a supercomputer that "knows everything" is more in reach than
creating a super-knowledgeable person. Technology, whether in
the form of advanced AI, machine learning (ML), or deep
learning (DL) methodologies, will solve most of those challenges.
I predict that human skepticism will vanish alongside this.

Why do we even need conversational
solutions? What do they bring to the table?

When asked about the future of chatbots and voicebots, 1 always
answer that conversational solutions and, more specifically, voice-
enabled communication, will replace all our interactions with
computers. Why? It is because conversational solutions are here
to make our lives easier and better, and humankind has always
looked for ways to improve communication and their quality

of life.

Intelligent assistants, chatbots, and voice-enabled devices are
here to provide a natural and intuitive human-machine interaction
to serve human needs. They increase efficiency and are cost-
effective, but - and this is a big but - only if and when they are
built and implemented correctly.
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A few chapters in the book were dedicated to tips and ideas
on how to build a successful conversational UI for both chat
and voice applications. We actually started by identifying what
not to do, since those mistakes are very common, and to some
extent they are a response to some of today's technology barriers.

Conversational solutions are expected to mimic natural
human conversation. More simply said, we use a natural voice/
text communication method to express what we want, without
being required to interact with another person. In today's world,
where we are used to achieving things fast and furiously, this
is a win-win situation for businesses — saving on costs — and
for the end users — who save on time.

Replacing human interaction, however, is not as simple as
we would like it to be. That's why, as we have shown, many
chatbots end up mimicking a web or an app experience, which
offers the exact opposite of a concise and focused interaction.
Providing endless unclassified data doesn't make the bot better —
on the contrary, it makes it impractical. However, there is a catch
here: one should avoid a situation where too little information is
provided. On the path of offering a concise interaction, we have
to keep the balance between too much and too little, and listen
to our users, and their requirements and expectations.

How to build great conversational applications

While it's easy to say what not to do, I tried to include as many
positive examples as possible in the book, focusing also on what
we should do when we build our conversational applications and
continue to maintain them. Chapter 3, Building a Killer Conversational
App. described in more detail what is needed to build a "killer

app," both from a technical point of view and from a UX one.
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As mentioned previously, conversational Ul is an extremely
new field in computing and it is also extremely dynamic.
Therefore, some things that weren't available just a few months
back are now an integral part of each solution (for example, the
option to choose between different voices, the ability to build
contextual interactions, and coming back to a user if the bot
has learned a new function or information on Amazon Alexa).
You have to make sure to keep yourself informed and aware
of those changes and progress, if you want to achieve the best
results for you and your users.

While building our "killer app," we discussed the fact that
we want our users to succeed at interacting with our bot and
how we can help them to get there, sometimes by simply
being honest with them and letting them know they are talking
to an automated solution and not a real human agent. We
discussed the need to think big and learn from the "forefathers"
of conversational Ul, mainly the search engine, to provide a good
and open communication experience. We also discussed the
known challenge of devices' fragmentation and diversity, and how
we should address this by providing a multi-channel experience
across all (or most) platforms and devices.

Development: technical and non-technical
expertise

Conversational Ul opens many opportunities up to non-technical
professionals. Voice and chat designers, creatives, data scientists,
and persona builders are all responsible for bringing life to
a machine-built bot. As a non-developer myself, I know this
is a thrilling and rewarding experience.
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However, building a bot still requires figuring out the
technicalities behind that. I devoted three chapters to the
procedures behind building conversational applications for
Amazon Alexa, Google Home, and FB Messenger. Even though
I deal with this on a daily basis, I still needed the help of some
of my colleagues to jump over some fences.

While those platforms do make the effort to offer some tools
tor non-developers, the capabilities offered by them are very
simple and minimal. Some third-party companies try to fill the
gap, however, building a complex UX for a bot, with advanced
Al capabilities, still requires the cooperation of developers.

That being said, just like building websites, I predict that
in the future more capabilities will become available for
non-developers to build conversational solutions. As industry
leaders, those companies will play a great role in shaping the
growth of conversational Ul, and making it easier to build
is an important part of that. In the meanwhile, close cooperation
between developers and non-developers is required to build
a successful conversational application. All relevant stakeholders
are needed for the process, both in the setup and the maintenance

phases.

It is worth emphasizing that since conversational
Ul is replacing human interactions, the role of persona designers,
as well as linguistic creative teams, is extremely important,
and they contribute both to the character and the emotional
intelligence of the bot. Being able to talk in the uset's language,
as well as to identify and detect emotional states, helps the
bot to navigate the conversation down a more successful path.
This is part of what was discussed in the book about a bot's
"humanization" process.
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Vertical-specific or a mega bot?

Where will the future take us when it comes to the bot's
capabilities? Will we continue to focus on vertical-specific
conversational Uls, as we have seen in our examples of banks,
travel, and e-commerce bots, or will we turn to the know-all
intelligent assistants, that can do everything? Will we be able
to create that "mega brain" that will be able to differentiate
between use cases from various aspects of life and provide us
with a one-stop shop for all our needs?

As I stated in the last two chapters, I believe we will gradually
move from the domain-specific to the "mega brain" in the next
decade. The concept of personal assistants, such as Siri and
Alexa, will expand to allow cross-application interactions and
recommendations. This highly complicated task requires lots and
lots of data to be able to deal with our Al-hard obstacle, but it
will probably be achieved as those solutions continue to evolve.

It also seems, that, in order to get to that last point, we
must go through the vertical-specific path. We saw how financial
institutions, travel, and e-commerce companies build a whole new
expertise into conversational applications, and how they continue
to evolve over time, based on their continuous learnings and
understandings. Figuring out all the possible use cases is a tough
task that requires lots of knowledge and data, however, once
this process is completed (and I believe this is a long process,
due to the high number of unexpected circumstances), we will
be able to start passing information between different verticals
and bring them all under one roof.
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Summary

Building cognitive conversational Ul is still a very new and dynamic
area. This book aimed to provide some insights, ideas, and
a methodology to follow when accomplishing this thrilling task.

Looking to the future, we understand that technical progress
is required to build the real HAL 9000 and this is indeed where
technology innovations are heading. However, it was crucial
for me to stress the importance of the non-technical aspects
of building a conversational solution, and the human-related
(and non-technical) obstacles that we see today and that will
have to change in the future.

While the book offers a hands-on guidance for the world
of conversational Ul, it also seeks to stretch your thinking, so
that you visualize conversational solutions in the future and
what your role will be in shaping that future. If you are reading
this book, you obviously believe in the future of conversational
design and the fact that the journey has started, and there's
no going back. I hope you have found this book supportive and
accommodating, and that it has helped you to take your first
steps into the conversational world.
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OTHER BOOK YOU
MAY ENJOY

Chatbots and
Conversational Ul
Development

If you enjoyed this book, you may be interested in this book by Packt:
Hands-On Chatbots and Conversational UI Development
Srini Janarthanam

ISBN: 978-1-78829-466-9


https://www.packtpub.com/application-development/hands-chatbots-and-conversational-ui-development

Other Book You May Enjoy

¢

Design the flow of conversation between the user and the
chatbot

Create Task model chatbots for implementing tasks such
as ordering food

Get new toolkits and services in the chatbot ecosystem

Integrate third-party information APIs to build interesting
chatbots

Find out how to deploy chatbots on messaging platforms
Build a chatbot using MS Bot Framework

See how to tweet, listen to tweets, and respond using
a chatbot on Twitter

Publish chatbots on Google Assistant and Amazon Alexa
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Leave a review - let other readers know what
you think

Please share your thoughts on this book with others by leaving
a review on the site that you bought it from. If you purchased the
book from Amazon, please leave us an honest review on this book's
Amazon page. This is vital so that other potential readers can see
and use your unbiased opinion to make purchasing decisions, we can
understand what our customers think about our products, and our
authors can see your feedback on the title that they have worked
with Packt to create. It will only take a few minutes of your time,
but is valuable to other potential customers, our authors, and Packt.
Thank you!
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